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This work addresses problems that arise when geographic routing is used in the presence of holes in
wireless sensor networks. We postulate that relying on the existing algorithms for bypassing a coverage
hole may cause more severe depletion of the energy reserves among the nodes at (or near) that hole’s
boundary. This, in turn, will render some of those nodes useless for any routing (and/or sensing) pur-
poses, thereby effectively enlarging the size of existing hole and inducing longer communication delays
for certain (source, sink) pairs. We propose heuristics that address these complementary problems: (1)
relieving some of the routing-load for the nodes around the boundary of a given hole, for the purpose
of extending their lifetime; and (2) reducing the latency of the packets-delivery by using routes that are
within certain bounds from the route based on the shortest-path. Our approaches are based on the idea
that some of the packets that would (otherwise) need to be routed along the boundary of a given hole,
should instead start to deviate from their original path further away from that hole. To investigate the
potential benefits, we introduce approximations of the hole’s boundary with a rectangle, a circle and an
ellipse, respectively. We derive the bounds on reducing the routing latency for these three approxima-
tions. Our experiments demonstrate that the proposed approaches not only increase the lifetime of the
nodes along the boundary of a given hole and yield a more uniform depletion of the energy reserves in

its vicinity, but also reduce the communication latency, compared to the traditional face routing.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

One of the sources of potentially disrupting the expected qual-
ity of service and causing a communication delay in Wireless Sen-
sor Networks (WSN), is the occurrence of holes — which is, regions
inside the area of interest that are void of operational nodes for
sensing and/or routing purposes [1]. While they may originate as
early as the deployment stage of the network, however, holes may
also be generated during its continuous operation, either because a
significant amount of nodes within a close proximity of each other
have depleted their energy-reserves, or because some environmen-
tal phenomenon (e.g., a forest fire) caused a physical destruction of
a group of nodes.
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The problem of detecting and bypassing holes in WSNs has
generated a significant amount of research results [2-7]. The con-
texts of the existing works range from considering purely topologi-
cal/connectivity relationships (e.g., [8]), to assuming some type of a
geographic knowledge regarding the locations of the nodes [9,10].
When it comes to forwarding a packet from a given source to a
given sink node, the typical approaches from the latter settings, a
common assumption (cf. [4-6,8] is the combination of:

- greedy forwarding along the shortest path; and
« around-perimeter forwarding (a la’ face routing), in order to by-
pass the hole while routing packets towards the sink.

Although these works do guarantee packet delivery by explor-
ing the network connectivity information, it is difficult to bal-
ance in-network load traffic and to alleviate the congestion for the
nodes along a given routing path. Moreover, most of existing proto-
cols for bypassing coverage holes focus only on discovering a single
route between a given (source, sink) pair.
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Fig. 1. Motivational scenario: two routes bypassing the same hole.

The motivation for this work is based on the following observa-
tions:

1. In scenarios in which there are multiple (source, sink) pairs, re-
lying on some (e.g., GPSR-like [13]) routing protocol to bypass
a given hole, their combined-effect may cause the operational
nodes along the boundary of the hole to be depleted faster than
their neighbors (and the rest of the network). As a consequence,
this could cause a more rapid “expansion” of the hole itself.

2. Routing a particular packet around the boundary of the hole
imposes an extra latency on that packet’s delivery to the sink.
Namely, as a straightforward consequence of the triangular in-
equality, if one could route the packets directly along the tan-
gent from the source to the boundary of the hole (and vice-
versa for the sink), the source-to-sink delay will be smaller
than the one incurred via greedy geographic algorithms com-
bined with face routing.

An illustrative example of the observations above is presented
in Fig. 1, showing two (source, sink) pairs (S¢1, Sk1) and (Se, Ska),
that need to bypass a given hole depicted as a region containing
dark disks (corresponding to dead nodes). The shaded ellipse cov-
ering part of the boundary, contains a sequence of nodes that will
be used for routing twice, once for each pair (S.q, Sk;) and (Se,
Sk2)- Clearly, this will double the rate of energy resources deple-
tion inside the shaded ellipse, compared to the rest of nodes along
hole’s boundary (not to mention the rest of nodes in the WSN).
As for the second observation - routing along the tangent to the
hole starting from S;; reduces the hop-count by 3. Both effects will
be further amplified in applications in which long-running periodic
transmissions are required for sampled values from a given source
towards the corresponding sink.

To address these issues, we introduce two flexible routing al-
gorithms for bypassing coverage holes, which provide a balance
between communication latency and the load distribution. Specif-
ically, the main contributions of this work can be summarized as
follows:

1. We present methods for compact representations of the hole-
boundary, as well as a simple but efficient propagation scheme
for this information;

2. We provide two heuristic-based routing protocols aiming at
balancing the load vs. latency trade-offs:

- RCF (Ring-Constraint Forwarding) utilizes the hole bounding
shape information to construct the almost-shortest paths
while bypassing the hole, mainly aiming at reduction of the
communication delay;

- WCF (Wedge-Constraint Forwarding) improves the unifor-
mity of the rate of energy-depletion in network by explor-
ing more available paths than RCF, however, trading off an
increase on length of the routing path, thereby inducing a
longer delay.

3. We present an analysis on benefits of the proposed hole ap-
proximation approaches, demonstrating that the upper bound
on the communication delay, with respect to the shortest-path
route, for the respective hole’s boundary approximation are:
0.1665 for a circle, 1/+/2 for a rectangle, and within (0.1665,
0.2929) for an ellipse (depending on its eccentricity).

Circle Rectangle

01665  1/v2

Ellipse
(0.1665, 0.2929)

4. We conducted extensive experimental evaluations of the pro-
posed algorithms, and the results demonstrate that significant
improvement on both: (1) load balancing (maximum 24%), ex-
pressed as standard deviation of the energy reserves, and (2)
extension on network lifetime (maximum 68%) can be achieved
by our methods. Moreover, the proposed approaches can reduce
the communication latency (maximum 11%), compared to exist-
ing works.

This paper extends our previous work [11], by presenting al-
ternative minimum bounding shapes and a comparative analysis
of the benefits of each. In addition, we provide theoretical analysis
and some practical considerations, along with more detailed exper-
imental evaluation on the proposed approaches, especially related
to the impact of each approach on the latency.

The rest of this article is structured as follows. In Section 2 we
introduce the basic definitions and recollect the necessary back-
ground. Section 3 presents the three algorithms for approximat-
ing the boundary of a given hole. Section 4 presents the details
of the corresponding routing algorithms. Theoretical analysis on
the benefits of the proposed approaches is presented in Section 5.
The experimental observations regarding the benefits of proposed
schemes are presented in Section 6. In Section 7, we review the
relevant existing literature and position our work in that context.
We summarize the paper and outline directions for future work in
Section 8.

2. Preliminaries

We now introduce the basic terminology and definitions used
in the rest of this paper, including the basic ideas behind the
methodologies for generating the hole representation that are at
the core of our proposed approaches.

We assume a dense WSN with N nodes, where the sensor nodes
{S1, Sy, ..., Sy} are randomly deployed over the geographic area of
interest. Each node S; has a unique, fixed physical location repre-
sented via coordinates in a given reference system. Nodes are as-
sumed to have the capability of determining their locations at run-
time, either by means of a location hardware, such as a GPS device,
or by implementing a location discovery algorithm [12,13]. Each
node S; has information about the position and state of its one-hop
neighbors NB(S;). In addition, all nodes have identical transmission
range denoted as R;.

In many (applications) settings it may happen that the corre-
sponding sensor network may have a hole(s) - ie. a region(s)
with insufficient number of nodes to provide sensing coverage. The
main reason is two-fold: (1) The very process of deployment - e.g.,
dropping them from unmanned aerial or terrestrial vehicle may
yield uncovered areas. Similarly, even with a uniform deployment,
the slope of the terrain or other geo-properties (e.g., lakes) may
yield significant area without a proper coverage. (2) Even more
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often, the source for the lack of coverage is node failures and/or
depletion of the energy of the existing nodes [3]. A hole H is de-
termined by a set of nodes B = {S?, ..., S} along its boundary. To
identify the nodes in the set B, we rely upon the distributed al-
gorithm presented in [14] for correctly detecting nodes along the
boundary and connecting them into meaningful boundary cycles.
By “identifying boundary nodes” we mean: (a) for every point on
the boundary of a hole we expect the algorithm to mark a sensor
node nearby; and (b) every sensor node marked by the algorithm
lies near a boundary of a hole [15].

Our first step of approximating the (boundary of) a given
hole is to generate the convex hull CH(B). Given a set of point-
locations P = {P;, P, ..., Py} in the Euclidian 2D space, its convex
hull CH(P) is defined as the smallest convex polygon whose ver-
tices are VepypyCP and all the other points from P \ Vyp) are inside
CH(P) [16]. Our main heuristics are built by subsequently enclos-
ing the convex hull CH(B) within its Minimum Bounding Rectan-
gle(MBR), Minimum Bounding Circle(MBC) or Minimum Bounding
Ellipse(MBE). We note that, regardless of the selection of a bound-
ing shape (MBR, MBC or MBE), it will always contain (possibly in
its interior) every vertex S; € V). Moreover, due to the convexity
of CH(B), every point from the edges and the interior of CH(B) will
also be contained in (or on the boundary of) the selected bounding
shape.

As we will demonstrate, the hole refinement not only brings
benefits in reducing the communication overhead incurred when
propagating the hole information in the WSN, but it also improves
the performance of the routing algorithms in terms of both: (a)
decreasing the latency of the packets delivery, and (b) balancing
the distribution of the traffic load.

Upon completion of the construction of the minimum bound-
ing shape, that information is embedded in a corresponding packet
(Pygr, Pmpe, or Pyge) and broadcasted to all the nodes in the WSN
what are within distance D from the approximated boundary.'

3. Approximating the hole boundary

This section discusses in detail the hole shape approximation
methods and the propagation of the information regarding the cor-
responding shape(s) throughout the WSN.

Initially, we rely upon the algorithm presented in [17] for the
purpose of selecting one of the nodes along the boundary, say,
Slf’(S’} €B) to serve as a temporary fusion center. Sl} stores the
geometry-information (i.e., locations and the unique IDs) for the
respective boundary nodes. The message complexity of this aggre-
gation is O(nlogn),n = |B| (cf. [17]).

We now proceed with presenting the convex hull construction,
followed by the three proposed methods for further approximating
the hole boundary (MBR, MBC and MBE).

3.1. Convex hull construction

To generate the convex hull, S2 relies on the incremental hull-
construction algorithm [16] which we describe here for complete-
ness. Sl} sorts the nodes in B based on the ascending order of
their y coordinates and, in case there are multiple nodes with
the same y coordinate, the order is determined by the ascend-
ing order of their respective x coordinates. Specifically, assuming
that the list of the boundary nodes B contains a sorted sequence
Sl]’, e Sﬁ (in counter-clockwise order of traversal - cf. Fig. 2), each
of the nodes S and S starts with the list CH(R) = {S, S5} and
CH(L) = {S5.S2_,}. In the subsequent steps, S (respectively, Sb)

1 The optimal value of D for the three minimum bounding shapes is discussed in
greater detail in Section 5.

left hull
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Fig. 2. Illustration of convex hull construction.

traverses around the nodes on the Right (respectively, Left) side
of the line segment 2S5 in clockwise order. In the ji iteration
(3 < j < n), St (respectively, S5) adds a node into CH(R) (respec-
tively, CH(L)), and checks whether the last 3 nodes in the sequence
make a right turn. If this is the case, the algorithm continues; oth-
erwise, CH(R) (CH(L)) deletes the middle one of the last 3 nodes
and checks the right turn again for the last 3 nodes of the thus
updated list. The process continues until the sequence is obtained
in which the last 3 nodes make a right turn. After traversing all
the nodes in B, the convex hull CH(B) is obtained by concatenating
lists CH(R) and CH(L) - eliminating the duplicates (the head and
rear nodes in CH(L)).

In this particular convex hull construction algorithm, the mes-
sage overhead is bounded by O(nlogn), where n is the cardinality
of set B. The time for sorting the nodes (performed in S?) is, once
again, O(nlogn). Both the left and the right hull are generated in
linear time O(n). Thus, the total time complexity for constructing
convex hull is bounded by O(nlogn).

3.2. Approximating a hole with MBR

The Minimum Bounding Rectangle (MBR) is the rectangle which
bounds a given set of nodes and has the smallest area (note that
we do not necessarily rely upon an axis parallel rectangle). To con-
struct the MBR for approximating CH(B), we adopt the rotating
calipers algorithm [18]. The pseudo-code of the algorithm is spec-
ified in Algorithm 1, and we use Fig. 3 as an example to explain
it.

At the heart of rotating calipers algorithm is the observation
that the MBR of a convex hull has a side collinear with at least one
edge of the hull. Consequently, the search for the MBR can be lim-
ited to the ones whose orientations are given by the edges of the
CH(B). Specifically, given a convex polygon CH(B), the four extreme
points in x and y coordinates are computed first. These points de-
fine two calipers — each has a pair of parallel lines, as shown by
(L, ) and (I3, l4) in Fig. 3. Then the calipers rotate clockwise until
one of them coincides with an edge of CH(B). At each such point,
the algorithm computes the area of the rectangle defined by the
current calipers ®, and compares it to the current minimum area
D - If @ < Dy, the list V which contains the nodes determining
the calipers is updated correspondingly. The above process contin-
ues until the calipers have rotated at least 90° (® > 90°) and the
MBR is determined by the nodes in list V.

MBR refinement requires O(n) time to find each of the four ex-
treme points, and O(n) time to scan the possible rectangles, where
n is the number of vertices in CH(B). Thus, for a given a convex
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Algorithm 1 Algorithm of MBR Construction.

Input: Convex hull CH(B) of set B, |[CH(B)| = n.

Output: The Minimum Bounding Rectangle MBR(CH (B)).

: Set the minimum rectangle area ®,,;;, < +oo;

: A set V < ¢ of vertex nodes defining the rectangle;

: Find the extreme points xMin, xMax, yMin, yMax;

: Construct two “calipers” containing two pairs of parallel
lines¢q = (I1, 1) and ¢, = (I3, 14);

5: Accumulated rotating degree of calipers ® < 0;

6: Temporal rotating degree of calipers 6 < 0;

7: while ® < 90° do

8

9

AW N =

if 3 ¢ € {4, ¢y} coincides with an edge of CH(B) then
: ® <« the area of the calipers-defined rectangle;
10: if ® < &,;;, then

11: V « the nodes determining the calipers;
12: end if

13: Compute 6 of calipers;

14: O« 0+0;

15:  else

16: 0 «0;

17: Rotate the calipers clockwise;

18: end if

19: end while
20: return MBR(CH(B)) defined by nodes in V.

©>90,terminate

0<90

Fig. 3. Illustration of minimum bounding rectangle construction.

hull, the total time complexity of MBR construction is bounded by
O(n). Note that this particular MBR construction applies to a con-
vex polygon (which, as mentioned, requires the time complexity of
O(nlogn) for computing the convex hull given n number of bound-
ary nodes).

3.3. Approximating the hole with MBC

The next approximation used to represent a given hole is based
on the Minimum Bounding Circle (MBC). This, in turn, relies upon
the computation of the smallest enclosing disk that can be ob-
tained using the randomized linear programming algorithm [19]. The
algorithm works in an incremental way: it generate a permuta-
tion P_CH(B) of the nodes? in CH(B) and starts by constructing

2 We observe that the smallest enclosing disk for a set of point B is equivalent to
the smallest enclosing disk of the convex hull of that set of point, CH(B).

a circle containing the first two points in P_CH(B). As the subse-
quent nodes are being considered, the circle may grow in size to
ensure that each added node is in its interior or boundary. The
pseudo-code of the MBC algorithm is presented in Algorithm 2.

Algorithm 2 Algorithm of MBC Construction.
Input: Convex hull CH(B) of set B, |CH(B)| = n.
Qutput: The Minimum Bounding Circle MBC(CH(B)).
1: G, < the MBC for {S?, S};
2: Compute a permutation P_CH(B) = {S?, ..., SB}.
3: fori=3—>ndo
4; if St is contained in C; then
5 G« G_1:
6: else
7: C; < the MBC for {S, SP};
8
9

for j=2 —> ndo
if §Y is contained in Cj_, then

10: C} <« C}—l:

11: else

12: C} « the MBC for {s?,s?};

13: for k=1— ndo

14; if S is contained in C then

15: C,’{’ pa C,Q/_l;

16: else

17: C/ < the unique circle withS?, 55? and S} on its
boundary;

18: end if

19: end for

20: C} ~Cr;

21: end if

22: end for

23: G <« C;,;

24: end if

25: end for

26: return MBC(CH(B)) < GC.

To explain its execution: firstly, after generating the random per-
mutation P_CH(B) = {S,...,S2} of CH(B), the smallest circle C,
containing nodes Sl]’ and Slz’ is constructed. The rationale behind
Algorithm 2 is that at each iteration i, if the location of the cur-
rent node Sf’ is contained inside (or on the boundary) of the small-
est circle from the previous iteration, MBC C;_;, then the solution
does not change (line 5). Otherwise the current MBC C; should be
modified so that Sf’ is locating on its boundary of C; (lines 6-23).
To compute the latter case, the algorithm maintains the MBC C; for
S, ... SP which limits S? on the boundary of C;, and uses the same
approach that adds the nodes in P_CH(B) one by one, checking for
the location of the node S?, jell.n]-if S? lies in the current MBC
C;;], it remains (line 10); otherwise, CJ/. should have both Sf’ and
55? on its boundary. Lines 12-20 finds the solution under the con-
straint that both S? and S? should lie on the boundary of the opti-
mal MBC, where the similar methodology is applied - the MBC ¢/
remains if it contains S or it is determined by nodes SP. S? and b
- all of which are on the boundary of C}/.

Obviously, in all the cases in which the “else” part (lines 6-23)
is not executed, the running time of MBC is O(n) (n = |CH(B)|).
Otherwise, a “backward analysis” can be used to compute the
probability of executing its execution (cf. [16]). Assume that we
have already constructed the current MBC C; which passes through
node Sf’. Since C; has at least three nodes, including SI’.’, on its
boundary, C; changes only when we remove one of those three
points. The probability that 5?71 is one of the three nodes is 2/i,



20 E Zhou et al./Ad Hoc Networks 61 (2017) 16-32

since Sf’ is already one of them. Thus, the expected computation
time for n nodes is 0(n) + Y_i, 0(i)% = O(n).

3.4. Approximating the hole with MBE
Similar to MBC, Minimum bounding Ellipse (MBE) is the small-

est area ellipse that contains a set B of n boundary nodes.
Algorithm 3 depicts the process of constructing MBE using a re-

Algorithm 3 Algorithm of MBE Construction.

Input: Convex hull CH(B) of set B, |CH(B)| = n.

Output: The Minimum Bounding Ellipse MBE(CH(B)).
1: Compute a permutation P_CH(B) = {S?, ..., SB}.

2: if ®=¢@|A| =5 then
3: return mbe(d, A);
4: else

50 Select S? € P_CH(B);

6

7

8

9

e < mbe(P_CH(B) \ {S"}, A);
if SP is contained in e then

return e;
else
10: return mbe(P_CH(B) \ {St}, A U{SP}).
11:  end if
12: end if

cursive function mbe(®, A), which computes the smallest enclos-
ing ellipse containing nodes in set ® with the ones in set A on its
boundary.

The idea behind Algorithm 3 is the same as MBC construction,
except for the fact that an ellipse is determined by 5 points on
its boundary. Thus, if ® is empty or |A| =5, the MBE is defined
by mbe(#, A) (Line 2-3). Otherwise, it selects a node Sf’ e P_CH(B)
and recursively determines whether S? is contained in e (Line 5-
6) - the smallest ellipse containing nodes in P_CH(B) \ {Sf’}. If this
is the case, then we get mbe(P_CH(B) \ {S?}, A) as the MBE; oth-
erwise, the MBE must has S? on its boundary, and the algorithm
proceeds with computing mbe(P_CH(B) \ {S?}. A U{SP}) (Line 10).
The expected run-time complexity for constructing the MBE is also
(upper)bounded by O(n) - however, the proof is a bit more in-
volved. For details, we refer the interested reader to [20].

3.5. Propagating the hole information

After calculating the above three minimum bounding shapes,
the one with smallest area is selected as the approximation of
the (convex hull of the) hole. Once that is determined, a broadcast
packet can be sent containing the corresponding description of the
Pusr, Pupc or Pype to propagate the information about the type, as
well as the parameters, representing the hole’s approximation. For
example, the packet representing the MBE approximation will con-
tain the coordinates of the ellipse center, along with the values of
the (semi)major axis and (semi)minor axis.

When propagating this information, an additional parameter is
added into the corresponding packet-the propagating factor p{ >
0). This value is used to control the distance D of how far the infor-
mation should be propagated, with respect to the original bound-
ary of the approximation used. For example, in the case of MBE ap-
proximation, if the MBE is specified by the equation (x — x; )?/a® +
(v — ¥ )?/b? = 1, the Py packet will be propagated to the nodes
within the ellipse (x —xy )%/(a* pp)? + (v —yp)?/(bxpp)? =1. A
detailed analysis of the criteria for selecting the value of py is pre-
sented in Section 5.

We note that the hole information is only broad-casted once,
and the nodes within the propagation area would cache that in-
formation after receiving the corresponding packet. The size of the

expanded expanded expanded
hole hole hole_ X\ __
—_—— = -~ 7T~ - \
I N 7 @ /
= (@) (&
C___ | N % -

Fig. 4. Expanding the approximation of a hole.

message-content of the packet is small - and the message com-
plexity of propagating the hole information is bounded by O(m),
using the dissemination techniques proposed in [21], where m is
the number of nodes in the propagation area, minus the bound-
ary nodes. We also note that the temporary fusion center performs
more computing than other nodes. However, the energy spent on
constructing boundary approximation is far less than that con-
sumed at routing stage, and thus is ignored here. We also note
that a hole grows with time as the boundary nodes deplete their
energy. However, we do not need to update the hole information
before the growing hole reaches the boundary of its original prop-
agation area (specified by parameter py). The reason is that a hole
would grow in accordance with its bounding shape, e.g.,, a MBC
hole would continue to grow/expand in circular fashion, due to the
intrinsic properties of the routing algorithms we developed, which
are introduced in next section.

4. Virtual hole expansion and bypassing

In this section, we present the details of the two routing proto-
cols, each of them aiming at balancing the trade-offs between two
complementary desiderata: reducing the latency of source-to-sink
communication, and balancing the load among the nodes partic-
ipating in the transmission, especially considering the ones along
the boundary of the hole. Essentially, the proposed algorithms cre-
ate certain “permissible areas” within which the possible paths for
a given (source, sink) pair are selected, keeping the latency within
acceptable bounds. The construction of a particular route builds
upon the Trajectory Based Forwarding (TBF) [22] paradigm.

4.1. Expanding the hole

Unless there is a direct “line of sight” route that does not inter-
sect a given hole and with enough active sensors to transmit the
packets between a given (source, sink) pair, the shortest path when
bypassing a hole consists of:

1. The tangent from the source to the hole’s boundary;

2. The tangent from the sink to the hole’s boundary;

3. The portion of the hole’s boundary in-between the two tangent
points above.

However, as we observed in Section 1, routing continuously
along such shortest paths may rapidly deplete the energy of a
subset of the nodes, i.e., those ones that are located along the
boundary of the hole. Thus, rather than routing constantly along
the shortest path, we utilize the sub-optimal paths to share the
traffic which can be explored by expanding the hole with a factor
dy. Similarly to the hole propagation, hole expansion is controlled
by another constant factor d; > 1. We define d; =r'/r for MBC,
d; =w'/w for MBR and d; = d’/a for MBE, where r', w/, and @’ is
the expanded radius, width and semi-major axis, respectively. We
note that larger value of df may significantly detour the packets,
thereby introducing unacceptable delays. The main idea of expand-
ing the approximation of a particular hole is illustrated in Fig. 4.
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Fig. 5. Illustration of RCF and WCF routing.

4.2. Routing protocols

We now focus on the two routing approaches presented in this
work - Ring-Constrained Forwarding (RCF) and Wedge-Constrained
Forwarding (WCF). As an initial observation, we note that while RCF
aims at reducing the communication delay, WCF achieves better
load balance.

Each of the two routing protocols has a common (partial) be-
havior, specified as follows (Fig. 5): the source node S. starts with
forwarding along the shortest path towards the sink S in a greedy
manner, e.g., following the S.S, line segment in a TBF-like man-
ner [22]. If no hole is encountered to be bypassed, the protocol
completes the transmission with greedy routing. Otherwise, a par-
ticular (intermediate) node S; determines whether its location falls
within the propagation area which is determined by the hole infor-
mation and the parameter py. If this is not the case, it also forwards
the data packets using greedy routing. Otherwise, S; triggers RCF or
WCF routing protocol.

Before delivering any data packet, the source S. selects the
value of the expanding factor dy and augments the packet-content
with that value, which will be used for the purpose of establishing
the subsequent hops.

4.2.1. Ring-Constrained Forwarding (RCF)

The first algorithmic details that we present pertain to the RCF
(Ring-Constrained Forwarding) protocol, which explores the almost-
shortest paths for routing packets between given (source, sink) pair
impeded by a coverage hole.

Specifically, RCF routes the packets in following way:

Every subsequent routing node randomly designates one of its
neighbors as the next-hop, that is:

- closer towards S, than itself;

- is within the zone bounded by the tangents to the inner and
outer bounding shape, as constructed both from S; and S, and
the portion of the “ring” bounded by the “arcs” from the bound-
ary in-between the tangents (gray area).

The first constraint guarantees that the packets is forwarded
in a greedy manner towards destination. Under the second con-
dition, the routes scheduled in RCF approaches the tangent line
when node density is sufficient high.

The main ideas behind the RCF protocol are illustrated in
Fig. 5(a). Note how the sensor node denoted as A in Fig. 5(a) can
select any of its neighbors B or C, if they both satisfy above two
criteria.

The advantage of RCF mechanism is that it reduces the commu-
nication latency when compared to greedy routing and disperses
the data over multiple paths in the ring area. Theoretical analy-
sis on improvement in terms of communication latency is investi-
gated in Section 5. We also observe through simulation (discussed
in Section 6) that the load-balancing achieved by RCF increases
with parameter dy. Increasing dy, however, also decreases the per-
formance of RCF on transition time.

4.2.2. Wedge-Constrained Forwarding (WCF)

While our first heuristic RCF focus on reducing transition la-
tency while allowing smaller variations within some bounds from
the (near-)shortest path around (minimum bounding shapes of)
the hole, the second heuristic that we considered offers a wider
choice of selecting next-hop routing nodes. The main difference is
in the forwarding policy:

Every subsequent routing node randomly selects one of its
neighbors as the next-hop that is:

- closer towards S, than itself;

- is within the zone (“wedge”) bounded by the tangents to the
outer bounding shape, as constructed both from S and S, and
the portion of the outer boundary of the ring in-between the
tangents (gray area).

Fig. 5(b) illustrates the specifics of the WCF heuristics. As
shown, the node M can select any of its neighbors N, P, or T -
exemplifying the basic trade-offs between RCF and WCF:

1. WCF offers wider flexibility of paths to distribute the traffic,
thereby providing better load-balancing;

2. RCF, on the other hand, restricts the amount of next-hop selec-
tions; however, it provides a smaller latency of the transmission
between S¢ and ;.

The process of RCF and WCF, as well as the criteria for select-
ing nodes are summarized in Algorithm 4. We note that both RCF

Algorithm 4 Algorithm of RCF and WCF Routing.
Input: S, S;, geometric space G of a minimum bounding shape
and its expanded space G*.

Output: Connectivity of network.

1: Compute intersecting points set p(Sc, S;) = ScS, N G;
2: if [p(Sc, Sp)l <1 then
3:  Forwarding packets with greedy routing;
4: else
5
6
7
8

Random dy, dy € [0, &];

Compute tangent points set P~ to G;

Compute tangent points set P to expanded space G;
:  Compute path distribution area in RCF or WCF;

9:  Deliver packet to node S;,; selected by RCF or WCF.
10: end if




22 E Zhou et al./Ad Hoc Networks 61 (2017) 16-32

o
B=w/2
A=D-h2| /¢
Se S (0,-D)
(a) MBC (b) MBR (C) MBE

Fig. 6. Illustration of shortest paths of MBC, MBR and MBE.

and WCF choose the nodes in a random manner instead of greedy
strategy, which may introduce extra hop(s) during routing. How-
ever, the reason behind this choice is that it allows an exploration
of more available routes. This, in turn, will reduce the rate of the
“expansion” of the hole, which is one of the motivations of this
work.

Another observation is that RCF and WCF - since they do be-
have in a greedy manner - cannot always guarantee that the route
will not get “stuck” in some local minimum (in terms of distance
towards the sink). Such is the case, for example, when a node that
was selected as a next hop, happens to be on the boundary of
the hole, and all of its neighbors are further away from the sink
than that node itself. This is illustrated with the node labeled P in
Fig. 5(b). We note, however, that this case can be reduced to the
traditional hole-bypassing scenarios — a problem which has already
been investigated in the literatures [5,23,24]. Thus, throughout this
work we assume an existence of a backtracking mechanism “em-
bedded” in RCF.

5. Trade-offs analysis and practical considerations

In this section, we firstly analyze the worst case behavior of
the proposed techniques and its implications on the latency, fol-
lowed by the derivation of the respective upper bounds for each
of the proposed hole-approximating approaches. Subsequently, we
analyze two issues of practical relevance: (1) the aspect of load-
balancing; (2) broader pragmatic considerations about applicability
of the proposed techniques.

5.1. Latency impact

Communication latency depends on several factors, ranging
from the MAC protocol, through links quality, to the semantics of
the particular application [25,26]. Since throughout this work we
rely on TBF [22], for a given source-sink pair (S, Si), the communi-
cation latency, denoted x (S, Si), is estimated via the length of the
geographic route used. Apparently, x(Sc, S¢) consist of 3 parts: (1)
the route from sink to the hole boundary; (2) the route for bypass-
ing the hole boundary; and (3) the distance from boundary to the
destination. Unless stated otherwise, the discussion below models
previous 2 parts for convenience since the last one can be derived
naturally.

Let H. denote the hole center and S; denote the source node.
Without loss of generality, we fix the hole size with radius r and
vary the distance, D, from source node to the hole center, i.e., the
length of segment H.S.. As shown in Fig. 6(a), the length of routes
in greedy routing can be expressed as A + B, where A is the path
from S; to hole boundary ScP, and B is the path along hole bound-
ary, which can be expressed as D—r and r-arccos(f), respec-
tively.

With the hole geometric information regarding the hole - loca-
tion, shape and boundary, the tangent path C can be calculated as

C=.D?-r2
Definition 1. The shortest path gain (D) to greedy routing is de-
fined as the ratio of :
A+B-C ] C
A+B A+B

(D) = (1)

5.1.1. Minimum bounding circle
For a minimum bounding circle of the hole, we have following
theorem:

Theorem 1. The upper bound on shortest path gain mmax for a
Minimum Bounding Circle approximation of hole is 0.1665, which is
achieved when D = 1.4498r.

Proof. We are interested in maximizing the shortest path gain
7(D), i.e., argmaxp. (44E5S). This problem is equal to minimize

ﬁ(D > r). Then we have following objective function f(D):
<
A+B

Nz

= - D
D —r + rarccos(§) (D>n

fD) =

(2)
By differentiating function f{D) with respect to D we get:

D(D—r+rarc‘cos(£

D)) _/ﬁ(l P >

D2./D? — 12

D2_12

fiD) =

(D —r +rarccos(§))?
(3)

Since the denominator of equation is greater than zero, we only
consider the numerator, denoted as h(D), of Eq. (3). By solving
function h(D) =0, we have D ~ 1.4498r. Namely, the maximum
value of (D) in Eq. (1) is achieved when D ~ 1.4498r, and the
upper bound 7 gy is 0.1665. O

Fig. 7(a) plots function (D) by varying the parameter D with
different radii of circular boundary of the hole, r. This upper bound
is important because it reveals the optimal improvement the tan-
gent path can achieve. The routing algorithm can also be adaptive
to the distance D based on this characteristic. In some applica-
tions, the routing algorithm may adopt a threshold € based on the
hole size to control the propagation range of the hole information,
where € describes the ideal latency the routing algorithm is able
to achieve. For example, when the hole radius is 100 distance units
and € = 0.1, the hole information only needs to be propagated to
the nodes within about 400 distance units away from the hole
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Fig. 7. Illustration of shortest path gain.

center. From the perspective of routing data packet, the algorithm
needs only switch (from original schemes, say greedy routing) to
WCF or RCF when packets enter the zone where nodes cache the
hole information, which is controlled by propagation factor py.

5.1.2. Minimum bounding rectangle
In the case of bounding a hole using MBR, the percent of la-
tency improvement (D) is:

n(D):l—f%
JEZ T Dby )
=1 YO 0 2

2 2

where w and h denote the width and height of the hole, and D is
the distance from S; to hole center He, as illustrated in Fig. 6(b).

Theorem 2. The upper bound on shortest path gain 1 may for a Min-

imum Bounding Rectangle approximation of hole is -, which is

=
achieved when D = 1 (w + h).

Proof. Similar to proof in Theorem 1,
/(D) =
gain 7t ;mgx is achieved and gy =1 —

by solving derivative
0 w.r.t. D we have that when D = %(w + h), the maximum

T~02929 O

Fig. 7(b) plots a numerical study of w(D) for different sizes of
rectangle-based approximation of the hole.
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Fig. 8. Calculation the length of an arc segment with Simpson’s Rule.

5.1.3. Minimum bounding ellipse

We now consider a hole bounded by an ellipse which is de-
fined by function z—; + %—; =1, where a and b is the major and
minor semi-axis, respectively. Assume that the center of the el-
lipse approximating the hole coincide with the origin of the co-
ordinate system. Then, the coordinates of S, are (0,-D), and
the coordinates of the tangent point T can be expressed as

(a/1- (52 -5,

given by:

as illustrated in Fig. 6(c). The gain m (D) is

C

where A=D—-b, C= \/az(l - (%)2) + (D - %)2, and B is the
length of arc PT. Without loss of generality, we map the arc PT to
the first quadrant and compute the arc length P’T’. As illustrated in

Fig. 8, 6 can be expressed as arccos(,/1 — (%)2). Since accurately

calculating the arc length of ellipse requires elliptic integral which
cannot be obtained in a closed analytical form, we use Simpson’s
rule to approximate the length of segment PT and have:

= a/ \/1 - sm (¢)d¢
n/2 n/2
3 AB; + Z ABy; + Z ABjiy 1+ ABpiq (6)

I —arccos( 1—(%)2)

where Af=2 Y D" 3pd AB; is given by:

n

\/azsin29j+b2cos29j Bi=0+G-1DA0, 1<j<n+1).

Due to the lack of a closed-form solution - i.e., since we are
dealing with approximate values — we state the following property:

The upper-bound on the shortest path gain 7,0« when a Min-
imum Bounding Ellipse is used to approximate the hole is in the
range of [0.1665, 0.229).

To justify this property, we use the observations that:

« When the value of the eccentricity e of the ellipse is very small
(i.e., approaches 0), the value of the gain is approaching the one
obtained when the Minimum Bounding Circle is used. As an il-
lustration, in Fig. 9 we see that the value of 7y is 0.16647
when e = 0.01.

» When e — 1, the maximum gain is very close to that
of a rectangle-based approximation of the hole, e.g, the
rightmost elliptical approximation (e =0.99999 has mmax =
0.29282), which approaches the maximum gain for a rectangle-
based approximation of the hole (max = 0.2929). Thus, as il-
lustrated, the maximum gain 7 g for an ellipse-based hole ap-
proximation is distributed in the range of [0.1665, 0.2929), and
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Fig. 10. Path distribution in RCF and WCF.

its value increases with eccentricity e — depicted as the asymp-
totic line (the red one) of the maximum value of 7 .

5.2. On load balancing

One important goal of using multi-path routing mechanism is
to spread the traffic among the nodes in the network, thereby to
improve load-balancing. Also it may eliminate or at least alleviate
the congestion at the hot-spot areas. In RCF, the paths for routing
are distributed in the ring area determined by the coverage hole
and expanding factor dy. Compared to RCF, WCF consists of more
paths distributed in the wedge areas enclosed by the ring of RCE.
Thus, WCF provides better load-balancing than RCF.

Let tr, I and D, denote the nodes’ transmission rate, transmis-
sion interval and the data size of each packet, respectively. Then
the time spent for data transmission at each node is Dp/t;, and
there are T/I packets sending from the source node if the total sim-
ulation time is T. The total data size D; transferred from a source
node over the network is therefore T - Dp/I. In addition, we assume
that there is no congestion in all nodes, i.e., I is set to satisfy I >
Dp/r. Then we have following results.

Theorem 3. The traffic of nodes is inversely proportional to the area
of routing paths distributed, and WCF routing always achieves better
load-balancing than RCE

Proof. We now consider the case for rectangular hole approxi-
mation, as depicted in Fig. 10. It is easy to obtain that the area
of paths distributed in WCF, say Ay, equals to the area Agcr
that used in RCF (AABS: and AA'B'S), plus a wedge area Apeqge

(AAA'S.). With simple geometric computing we have:

Awcr = Arcr + Awedge

A — w-D-(df-1)
RCF = 4 ,
w(D - h/2)
AWedge = f (7)
where w, h and d; is the width, height, and expanding factor of

MBR, respectively. Therefore, the number of nodes in area Agcr and
Awcr IS A - Agcr and A - Ayr, respectively, where A is the node
density. If the nodes are distributed uniformly and independently
in the deployed area with a Poisson point process, the probability
that there are n nodes residing in an area A is:

e M. (LA)"
— (8)

The average traffic of nodes in RCF and WCF routing can be respec-
tively computed as Trcr = I_I_'AD:C and Tycr = MA . Since Ayycr is
always greater than Agcr, we have Trer > Twcr, 1e WCF achieves
better load-balancing than RCF, which is proved in the experiments
(Section 6).

However, the accumulated traffic in both methods is not uni-
formly distributed among the intermediate nodes. According to the
characteristics of both WCF and RCF routing, the closer is a node
to the source node (or sink node), the more flow it participates in
relaying. For example, in the WCF routing, the traffic of a node S;,
located a distance B from the line orthogonal to 0S. at point S,
can be mathematically approximated as:

T-Dp-(D-1)
I-k-B
where we assume there are k disjoint paths employed for routing

and the throughput is evenly distributed over the k paths.
Our interest is to minimize both T(S;) and communication delay
X (Sc, S) simultaneously. Eq. (9) reveals that with fixed other pa-

rameters, T(S;) is inversely proportional to the number of paths k
and distance §. O

Pr(Ns=n) =

T(S) = (9)

Since k depends on the area of path distribution A, increasing
which, however, may also detour the paths and thus increase x(Sc,
Sk)- As we will observe in the experiments, there is a trade off be-
tween T(S;) and x(Sc, Sk) and should be balanced when bypassing
holes, which is our goal in this work.
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Fig. 11. Convex vs. concave hull and hole boundary.

5.3. Further practical consideration

So far, we have focused on the various benefits (respec-
tively, trade-offs) when analyzing the proposed approximation ap-
proaches - modulo convex hull of the corresponding holes in the
sensor networks. In other words, we have implicitly assumed that
the convex hull is a “reasonably good” approximation of the hole,
and then worked towards its more compact representation. How-
ever, in practice there may be cases when this premise is not quite
appropriate for a different reason. Namely, when approximating
the boundary of a given hole with its convex hull CH, the interior
of CH may contain a non-negligible amount of “healthy” nodes (i.e.,
nodes that could still be used for both sensing and transmission)
that will be treated as dead ones for all practical purposes. Thus,
in this section we compare the convex hull approximation of the
(boundary of the) holes with the one using concave hull (denoted
CHC). Concave hulls of point sets have been used in both compu-
tational geometry and image processing and the first such approx-
imation were the, so called, «-shapes [27]. Subsequently, the x-
shapes were introduced as a more desirable formalism in the sense
of better efficiency and avoiding some scenarios where «-shapes
could yield a non-closed polygonal representation of the boundary
of a given point-set. In our recent work [28] we provided a dis-
tributed algorithm for estimating the boundaries of shapes in sen-
sor networks - although the work was tackling a complementary
problem, i.e., detecting a boundary of a contiguous shape in which
every sensor’s measurements of a particular phenomenon exceed a
given threshold-value.

The issues are illustrated in Fig. 11. Each part of Fig. 11 shows
a setting consisting of both dead nodes, represented as solid (red-
colored) disks; and operational nodes, represented as empty disks.
In the left portion of Fig. 11 we see that the CHC of the dead
nodes is a pentadecagon, whereas the CH is an octagon. In turn,
the right portion shows a scenario in which the CHC is a decagon
whereas the CH is a pentagon. While in each setting the “descrip-
tion cost” of CH is approximately 50% of the one using CH® - there
are other important differences. Namely, the number of operational
nodes that will be rendered “unavailable” in the left portion of
Fig. 11 is <20% of the number of dead nodes. However - the num-
ber of operational nodes that will be declared dead for all prac-
tical purposes, because they are inside CH in the right portion of
Fig. 11, is >50% of the total number of nodes - i.e., it is greater
than the number of nodes defining the hole. As much as this may
be a pathological case unlikely to occur in practice - the exam-
ple depicted in the right portion of Fig. 11 brings another aspect to
light: it is not only the ratio of description-size of the boundaries 3
- or, for that matter, the relative ratios of the respective areas or
perimeters of CH and CH - but one may need to also consider the

3 We are trying to avoid the use of the phrase complexity of the description be-
cause that falls in the realm of Kolmogorov complexity [29] and is way beyond the
scope of the current work.

number of operational nodes that may be declared useless, when
approximating a boundary of a hole.

While a detailed formal study of this type of trade-offs is be-
yond the scope of this article, in Section 6.4 we present certain
quantitative observations that shed a light on the issue of ignoring
nodes that could still be used for sensing and/or communication.

6. Experimental evaluation

We compare our proposed hole-bypassing routing heuristics
with the face routing algorithm [23] in several settings.

The experiments were performed on the open source simulator
for WSN, SIDnet-SWANS [11]. Each run simulates 1200 homoge-
neous sensor nodes configured as: (1) 20 kbps radio data rate on
the MAC 802.15.4 protocol; (2) 5 s idle-to-sleep interval of inactive
nodes to preserve battery power, and 2-s interval of data transmis-
sion of source node; (3) power consumption characteristics meet
the specifications of Mica2 Motes; (4) fully-charged battery with
initial capacity 25 mAh.

We evaluate over the lifetime of sensor nodes, in network load-
balancing, and the communication latency. Specifically, the quality
of the load-balancing is measured by the standard deviation of the
distribution of energy consumption.

Each setting was tested for: (1) 2 node densities (A € 12, 24
is the average neighbors per node); (2) 3 hole expanding factors
(df =125, df = 1.50 and 1.75); (3) 3 different hole sizes (Hole =
1%, 5% and 15% of field area); (4) Random choice between 1 up
to 4 (source, sink) pairs unless otherwise specified. The holes were
generated using pentagons and hexagons which were “deformed”
by moving the mid-point of the edges towards the interior of the
polygon for a randomly selected factor of 20%-60% of the edge’s
length, and then randomly perturbing the initial location of the
vertices within a disk of size 5% of the edge’s length. The exper-
iments provide 72 distinct configurations, each of which has 10
runs. In the sequel, we present the averaged observations of all the
runs unless otherwise specified.

6.1. Minimum bounding on real GIS data

To demonstrate the effects of minimum bounding algorithms
proposed in Section 3, we first construct Convex Hull, MBR,
MBC and MBE using Minnesota Department of Natural Re-
sources(MDNR) GIS data deli.*

Fig. 12 shows the minimum bounding shapes (MBS) on Min-
nesota state, which is outlined by blue dots. In this case, the dif-
ference between (minimum) bounding ellipse and circle is not ob-
vious due to the eccentricity e of the MBE is very close to 0 (ref.
Section 5.1.3).

We also construct minimum bounding shapes using a Min-
nesota Lake (plotted with blue dots) GIS data, which are illustrated
in Fig. 13. In this case, MBE is a more “tight” approximation than
MBC (and also MBR) because of higher eccentricity of the bound-
ing ellipse, which may incur a larger values of shortest path gain
T max (ref. Section 5.1.3 and following experiments).

6.2. Results on MBC approximation

This section reports the experimental observation when the
hole is approximated with a circle.

Figs. 14-16 plot the standard deviation of 3 approaches un-
der different settings, which explain the network load-balancing.
When time < 3 h, all of the three methods have (almost) the
same load-balancing because no nodes or few nodes die in this

4 http://deli.dnr.state.mn.us.
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period of time. As the time increase, RCF and WCF achieves bet-
ter load-balancing (smaller standard deviations) due to employing
more paths for routing. Finally (time > 12 h), the stand deviation of
all approaches would merge. The reason is that after depleting all
available paths, the network load-balancing in all methods should
return to the same level.

As shown in Fig. 14, when the hole size is small, e.g., 1% of
field area, the effects of the three approaches are very similar
(Fig. 14(a)). Also, the standard deviation will increase with hole
size because more relay nodes are required to bypass the cover-
age hole. However, face routing is more sensitive to the hole size
than RCF and WCF - due to the lack of path diversity. While the
length of routing paths in RCF and WCF also increase with the hole
size, more available routing paths can be explored and will reduce
the standard deviation of the energy consumption.

Fig. 15 shows for A =12, RCF and WCF respectively achieves
13% and 24% improvement on the load-balancing over face rout-
ing. For A = 24, the improvement decreases to 11% (RCF) and 20%
(WCF). Note that in both experiments, WCF outperforms RCF, due
to employing more available routing paths.

Fig. 16 shows the impact of expanding factor d; on the perfor-
mance of routing schemes RCF and WCF (for convenience of com-
parison, we also plot face routing although it is not impacted by
dy). As illustrated, increasing dy affects the performance of both RCF
and WCF in similar manners. First, increasing dy (e.g., dy = 1.5) ex-
plores more permissible paths for both RCF and WCF, which may
utilize a larger fraction of the nodes to share the communication
costs. However, increasing dy (e.g., dy = 1.75), especially for larger
hole size, also increases the path-length of both RCF and WCF
routing schemes, which may incur more energy consumption, and
consequently compensate for the load-balancing gain of exploring
more available routing paths.

Fig. 17 compares the number of (source, sink) pairs on in-
network load-balancing. It is obvious that a larger number of pairs
may deplete the nodes faster while a smaller number of pairs can
extend the lifetime of a network. For example, when Pairs = 16,
the network becomes unavailable quickly, e.g., around 9 h in this
reporting. However, the efficiency of WCF routing -we only plot
the results of WCF for clarity- on balancing in-network energy is
maintained no matter how to increase the burden of a WSN.

Fig. 18(a) shows the life time of nodes, averaged by all param-
eter settings, where the time is measured based on three differ-
ent “policies”: (1) first dead node; (2) 5% dead nodes; and (3)
10% dead nodes. For a lifetime metric of 15% of dead nodes, RCF
and WCF achieve 1.2 h (14%) and 2.0 h (23%) of additional life-
time than face routing. When the lifetime metric is reduced to the
first dead node, the improvements are even higher (2.6 h (52%)
and 3.4 h (68%), respectively). This proves the effectiveness of RCF

FACE —x—
18 | RCF —s—

FACE —»—
18 1 RoF —=—
' weF

Standard Deviation
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Fig. 14. Impact of hole size on the load-balancing. A =24 and df = 1.25.
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and WCF on conserving the energy and extending the lifetime of 20 . . . .
nodes. Again, WCF's effect on load-balancing turns out to be supe- —+—16 Pairs
. . e 18 F ——8 Pairs 4
rior, now in terms of lifetime. We also found that when the dead 4 Pairs
nodes exceed 15% (16%-18% in most cases, depending on configu- 16 1 Pairs y
rations), the network may get disconnected and no available paths _5 14l |
can be leveraged. ©
Communication latencies are compared in terms of the time to 3 12} 1
transmit a packet from S; to S;. As illustrated in Fig. 18(b), RCF 0O ol |
and WCF yield 11% and 6% improvements when compared to face ©
routing. RCF performs better than WCF due to the use of almost- 8 8
shortest paths employed to route packets. The latency of each ap- S 6l ]
proach increases as the time evolves, because the nodes around the N
coverage hole die faster, thereby expanding the hole itself, which 4r 1
leads to longer path lengths overall. Fig. 18 explains the trade-offs Y- 1
that we mentioned previously - while WCF achieves better load- OL ‘ ‘ ‘ ‘
balancing (in terms of lifetime), RCF incurs smaller latency. 5 10 15 20 25
Fig. 19 depicts the average residual energy of in-network nodes. Time[h]

As shown, the proposed routing approaches perform slightly better
than face routing, and RCF outperforms WCF because it employs
fewer hops per routing packet.

6.3. Results on MBE approximation

We now report the observations of bounding holes with ellipse
(MBE), in contrast to MBC approximation in above results.

Fig. 20 illustrates the impact of eccentricity of the ellipse
hole on the load-balancing of WSN. For e = 0.75(b = 1.5a), RCF
and WCF prolong the lifetime of networks than face routing due
to explore more paths. For a larger value of e=0.94 (b= 3.0q,
Fig. 20(b)), each path requires more nodes to bypass the hole, and

Fig. 17. Comparison of (source, sink) pairs using WCF Routing. A = 24, hole = 15%
and df = 1.25.

thus increases the energy consumption of network. As it shows,
the standard deviation in RCF increases slightly, while in face
routing increases significantly. In addition, the effect of increas-
ing length of routing path is compromised by incorporating more
paths in WCF, which may even experience a slightly lower stan-
dard deviation in higher value of e.

Fig. 21(a) shows the communication latency for different algo-
rithms to bypass an ellipse hole with eccentricity e = 0.94. From
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Fig. 21(a) we observe that both RCF and WCF experience increasing
on communication latency which is the result of hole expansion
after depleting the nodes along the original boundary and those
residing in the wedge area. An interesting result is that face rout-
ing undergoes a “U-turn” on the communication latency which is
an “unconscious” effect of this scheme. This is reasonable because
it routes in a greedy manner at the beginning. Namely, after ex-
hausting the energy of nodes residing in the wedge area, its routes
will be “bent” to the (almost) shortest path, which results in the
decrease of communication latency. However, the communication

20 T T T
FACE —¢—
RE —a—
WCF

15

10

Standard Deviation

2 4 6 8 10 12 14 16 18
Time [h]

(a) e=0.75

time would return to the baseline as the nodes along the shortest
path dissipating its energy and become unavailable

Finally, Fig. 21(b) plots the improvements of RCF and WCF over
face routing on communication latency, where the horizontal line
denotes the optimal (maximum) gain 77 ;qx one can achieve in the-
ory. Obviously, the performances of both RCF and WCF deteriorate
with time because nodes along the optimal paths become unavail-
able due to draining the battery.

We note that the results of MBR construction are not presented.
The reason is that when e — 1, the MBE is very close to MBR.
Since we report the results of MBE, we ignore MBR here which
has almost the same figures with MBE when e = 0.94.

From above presented experiment results, the proposed algo-
rithms not only improve network load-balancing, but also reduce
routing latency. For load-balancing, both algorithms achieve bet-
ter results in a larger hole (Fig. 14) and/or in a sparser network
(Fig. 15). On the metric of percentage of dead nodes, RCF and WCF
extend the lifetime of nodes, especially for the first few dead ones
(Fig. 18(a)). On communication latency, both RCF and WCF reduce
packet delay (Fig. 18(b)) and their benefits depends on the distance
between hole and sink nodes (discussed in Section 5).

6.4. Compactness vs. loss of available nodes

As discussed in Section 5.3, using the convex hull for initial ap-
proximation of the hole boundary may yield certain compactness
- however, it may incur other kinds of costs, namely, casting nodes
that are actually “alive” into the category of unusable ones. We
now give an empirical evaluation of the impact of the CH-based
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Fig. 20. Impact of eccentricity e on the load-balancing.
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Fig. 22. Impact of the convex hull based approximation of the holes.

approximation on the energy-waste in terms of not using other-
wise available nodes. Specifically, the compactness-induced loss of
a convex hull is defined as the ratio of the operational but unavail-
able nodes (because of CH bounding) to the all nodes residing in
a CH - both operational and dead ones. As illustrated in Fig. 22,
we use 3 different settings, each of which has the same “savings”
in terms of the description of the hole’s boundary using the con-
vex hull vs. the one with the concave hull - however, the ratio of
the actually-dead nodes vs. the alive ones (but useless) varies, to
conduct the evaluation. We assume a uniform distribution of the
nodes, and our running scenario was a pentagon, the area of which
was 15% of the entire network. As shown, we varied the area of the
CHE, relative to the one of CH.

Fig. 23 shows the comparative observations of the impact of us-
ing different bounding shapes on the time until the depletion of
10% of the nodes. Obviously, convex hull based hole approxima-
tions (such as MBC, MBR or CH itself) achieve the relatively similar
result. In comparison, if one relies on the concave hull bounding of
the boundary of the hole and uses face-routing, the time until 10%
of the nodes are depleted is decreased. The phenomenon is further
accentuated when the ratio of the areas (respectively, the number
of nodes) of the CH® and CH is smaller. The reason for it is that
the routing will attempt to use as many nodes along the bound-
ary as possible, and as often as possible — thereby depleting those
nodes sooner. Clearly, one would want to have some practically ap-
plicable criteria to balance the exploitation of the nodes inside the
CH but outside CH® - however, such study is a subject of a future
work.

7. Related work

Problems related to detecting, representing and bypassing holes
in WSN settings have been investigated since the emergence of

(c) 75%
12 ! ! !
Il Concave Hull
[ Convex Hull
10| CZIMBR ]
[_MBC
8l ] ] ] ]
<
[0 L ]
£ °
|_
4L ]
oL ]
O ) f )
25% 50% 75%

Percentage of Alive but Useless Nodes Inside the CH

Fig. 23. Time of 10% exhausted nodes.

the field (see [1] for a survey). Theoretical analysis on energy-hole
properties in multi-hop networks have been conducted by several
existing works. Analytical model for energy hole problem in WSN
assuming uniform node distribution has been presented in [30]. In
[31] a formal proof is presented that the occurrence of an energy
hole is inevitable under certain conditions. An investigation of the
energy-balance problem with the many-to-one traffic pattern un-
dertaken in [32] has demonstrated that nearly balanced energy de-
pletion is still possible if the number of nodes increases in geomet-
ric progression.
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There have been numerous proposals for coverage hole and
boundary detection based on topological or geometric techniques.
Relying on homology, the problem of coverage and hole detection
was addressed in [33] and, more recently, distributed algorithms
for finding and patching connectivity holes were presented in [34].
In [8] a heuristic for detecting holes is proposed, based on topo-
logical properties with only connectivity information. Distributed
approaches for locating and bypassing holes based on geometric
techniques were used in [3], in which the communication graph
follows the unit-disk graph assumption. In addition, a statistical
model for boundary detection is presented in [35], which explores
the property that nodes on the boundary have much lower average
degrees than interior nodes. A distributed approach for boundary
recognition based on communication graph is developed in [14],
which identifies the homotopy types for distinct shortest paths. In
addition, a distributed generation of convex hulls was used for cov-
erage holes’ detection in [7]. Our work does rely on the existing lit-
eratures for hole detection and representation techniques, however,
we also tackled the problem of bypassing the hole (in a sense)
“earlier” and presented two algorithms towards that end, keeping
in mind the delay-overheads.

A number of geographical protocols have been proposed for cir-
cumventing holes. Among the first popular geometric routing ap-
proaches with a guaranteed packet delivery is the compassed rout-
ing Il (a.k.a. face routing), presented in [36]. The key idea of face
routing is to construct a planar graph locally and to forward a
message along one or possibly a sequence of adjacent faces which
are providing progress towards the destination node [4]. Several
variants that assure bypassing local minima but differs in recov-
ery strategies have been developed based on face routing, e.g.,
[5,6,23,37], although none of them outperforms the original one
in the worst case. For instance, a hybrid routing algorithm called
GOAFR+ was proposed in [6], which combines the greedy routing
and face routing, and switches between each other. Formal com-
parisons and proofs of several proposed face routing algorithms
on guaranteeing packet delivery in planar graph can be found
in [4]. However, these protocols suffer from blind detouring prob-
lem which arises from routing along a detour path due to hole
information is unknown. It has been proved in [6] that the path
length can grow as much as O(L2) in a sparser deployment net-
work, where L is the optimal path length.

In order to overcome the blind detouring problem, some ge-
ographic routing protocols, e.g., [38-40], have been proposed to
shorten the path lengths. In [38], a visibility graph is constructed
to find the shortest path and the hole is represented by a polygon.
However, this work incurs communication overhead due to build-
ing the visibility graph. HRR protocol [39] regularizes a hole with
an ellipse such that an intermediate node can decide which side of
the hole has shorter path length to forward the packet. However,
the path length is not guaranteed. A convex hull construction algo-
rithm to represent the hole and GOAL routing protocol to achieve a
constant path stretch was presented in [40]. However, the optimal
path is also not guaranteed in GOAL because the convex hull ap-
proximation of the hole. We share the same objectives with these
works, namely, to solve the blind detouring problem by exploring
the hole information. However, in comparison, we propose bypass-
ing hole algorithms that can address the issue of load-balancing,
and can prolong the lifetime of nodes especially for those along
the hole boundary.

Several techniques based on, so called, virtual coordinates have
been proposed towards geographic routing with or without cov-
erage holes [24,41-45]. Most of these works embeds the original
network graph in Euclidean space into different metric spaces such
as hyperbolic and Riemann surfaces, and then to deliver the mes-
sage along the virtual coordinates in the transformed space sys-
tems. However, most of these approaches only focus on discover-

ing a single path for delivering packet between a given source-sink
pair. The approaches in [42,43] explore multiple paths by applying
Mobius transformation to generate different conformal mapping;
however, the quality of routing in terms of communication latency
is not discussed — whereas we provide the analysis of our results,
along with experimental verifications.

Multi-path routing has been extensively studied in both Inter-
net context as well as WSNs - with the objectives of improv-
ing throughput or reducing network congestion [46-48]. Analyti-
cal models and comparisons of single path and multi-path rout-
ing in ad hoc networks are presented in [49,50]. Works such as
[51,52] provided schemes on exploring multi-paths for communi-
cation between source-destination pairs and thus improving the
load balancing of networks. However, how to balance load distri-
bution and routes length while bypassing coverage hole was not
explicitly addressed in these works.

8. Conclusions and future work

In this work we addressed the problem of coupling the manage-
ment of the lifetime of the nodes along the boundary of a commu-
nication hole in WSNs with the routing latency. Motivated by the
observation that nodes along the boundary are likely to be more
frequently used during bypassing on behalf of queries from dif-
ferent (source, sink) pairs, we proposed two heuristics - RCF and
WCF - for trading off the load balancing among the nodes and the
communication latency. To cater to the different shapes of holes,
we investigated approximate representations of it via minimum
bounding circles, ellipses or rectangle, respectively. More specifi-
cally, we firstly generate the convex hull of the polygon bounding
the hole and then proceed with approximating it with one of the
three shapes - based on the minimum “waste” of the coverage. The
source node decides which routing policy to use and our experi-
ments demonstrated that typically RCF provides shorter delay for
packets delivery, while WCF has a better load balancing. We also
analyzed the upper bounds on reducing transmission latency. Our
experiments demonstrated that the proposed approaches not only
prolong the lifetime of the nodes along the hole boundary and de-
crease communication delay, but also achieves desirable load bal-
ancing, when compared against the baseline approach from [23].

Currently, we are investigating adaptations of the approaches
proposed in this work towards several different contexts and set-
tings. Our main thrust is on considering multiple holes in the WSN.
Among the other few extensions that we are also working on,
one is focusing on including the mobility of the sink-nodes in the
model [53,54] and investigate how that would impact the balance
between latency and prolonging the lifetime of boundary nodes.
The other extension considers the impact of having heterogeneous
nodes and location-uncertainty in tracking scenarios [55,56], and
varied routing algorithms towards multiple holes situations.
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