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Abstract—Hurricane Sandy affected the east coast of U.S.
in 2012 and posed immense threats to businesses, human lives
and properties. In order to minimize the consequent loss of a
catastrophe like this, a critical task in disaster management is
to understand situation updates about the disaster from a large
number of disaster-related documents, and obtain a big picture
of the disaster’s trends and how it affects different areas. In this
paper, we present a two-layer storyline generation framework
which generates an overall or a global storyline of the disaster
events in the first layer, and provides condensed information
about specific regions affected by the disaster (i.e., a location-
specific storyline) in the second layer. To generate the overall
storyline of a disaster, we consider both temporal and spatial
factors, which are encoded using integer linear programming.
While for location-specific storylines, we employ a Steiner tree
based method. Compared with the previous work of storyline
generation, which generates flat storylines without considering
spatial information, our framework is more suitable for large-
scale disaster events. We further demonstrate the efficacy of our
proposed framework through the evaluation on the datasets of
three major hurricane disasters.

Keywords: Textual Storyline, Situation Awareness, Disas-
ter Management

I. INTRODUCTION

Natural disasters such as hurricanes, earthquakes and
tsunamis cause inestimable physical destruction, loss of life
and property around the world every year. For example, Hur-
ricane Sandy affected the east coast of U.S. in 2012 and posed
immense threats to businesses, human lives, and properties.
In order to minimize the consequent loss of the disasters, a
critical task in disaster management is to efficiently analyze
and understand the disaster-related situation updates. This
requires effective information gathering methods to operate
on a myriad of web documents, e.g., news and reports that
are related to the disasters. The domain experts expect to
obtain condensed information about the detailed disaster event
description, e.g., the evolutionary tendency of the disaster with
respect to different locations [1]. However, it is often a non-
trivial task to generate a big picture of the disaster events due
to the flood of web documents.

To tackle this problem, various types of document under-
standing systems have been developed over the last decade.
These systems include (1) summarization-based systems [2],
[3], [4], [5], [6] that choose from multiple documents a subset
of sentences conveying the principle idea; (2) topic detection

and tracking systems [7] aiming to group documents into dif-
ferent clusters as events and monitor future events related to the
corresponding topic; and (3) timeline generation systems [8],
[9] that create summaries to present the evolution of an event
by leveraging temporal information attached to or extracted
from the documents. These systems are able to alleviate the so-
called information overload problem to some extent; however,
they suffer from several limitations that may affect the quality
of the summarized results. First, most of them focus on
summarizing an event via topic evolution over the time, but
ignore the spatial information which is important especially
for large-scale disaster events. For instance, for a hurricane
which affects several states of U.S., a domain expert may
be interested in how these regions are affected, and how the
hurricane evolves over different geo-spatial regions. Second,
these systems usually generate a single layer summarization
or storyline to reflect topic changes over the entire event.
However, due to the spatial factor, the information evolution
over a disaster event is intrinsically hierarchical. In most cases,
domain experts are often interested in not only the general
picture of a disaster, but also how it affects a particular region.

In this paper, we propose a storyline generation framework
that addresses the aforementioned limitations by generating
a two-layer storyline that consists of global storylines for
cross-location disaster events on the first layer and location-
specific storylines for individual events on the second layer.
Specifically, in our framework, a disaster event is initially
summarized from a large set of documents (e.g., news and
reports) with a big picture showing how the disaster affects
different regions. It can then be zoomed into a specific location
for more detailed location-specific event summarization. In the
cross-location layer, integer linear programming is employed
to summarize the event via a list of representative locations,
each of which is associated with a short description. On the
location-specific layer, a Steiner-tree based approach is applied
to generate a storyline for each specific location. A demo of
our system can be found at http://bigdata-node01.cs.fiu.edu/
HurricaneStoryline/.

In summary, the contributions of this work are three-fold:

• We present a novel two-layer summarization frame-
work to summarize multiple disaster-related docu-
ments. The first layer provides an overall summary of
the disaster events, while the second layer gives con-
densed information on how specific locations/regions
were affected by the disaster.

http://bigdata-node01.cs.fiu.edu/HurricaneStoryline/
http://bigdata-node01.cs.fiu.edu/HurricaneStoryline/


• We consider both temporal and spatial factors when
generating summaries for the disaster events, and these
two factors enable us to reason on the evolution of
events over time and locations. The generated sum-
maries can be naturally represented as a storyline.

• We conduct quantitative experiments and case studies
on crawled web documents related to three major
hurricane disasters, and the results demonstrate the
efficacy of our proposed framework in generating
readable and understandable summaries.

The rest of the paper is organized as follows. After dis-
cussing related work in Section II, we first define our problem
in Section III. In Section IV, an overview of our proposed
framework is introduced. Detailed descriptions of how to
generate a global storyline and a local storyline are presented
in Section V and Section VI, respectively. We evaluate our
system in Section VII and finally conclude our work and
discuss potential extensions of the proposed framework in
Section VIII.

II. RELATED WORK

In this section, we highlight some previous research results
that are most relevant to this work in the following three
directions: multi-document summarization, topic detection and
tracking, and storyline generation. We will also discuss several
useful disaster situation-specific tools.

Multi-document summarization is a mechanism which ad-
dresses the information overload problem by compressing a
given collection of documents into a concise summary. In
general, it can be categorized into extractive and abstractive
summarization [10]. Extractive summarization [11] selects
important sentences from the original documents to form a
summary, while abstractive summarization [11] paraphrases
the corpus using new sentences. The latter usually employs
natural language generation techniques such as information
fusion, sentence compression and reformulation. Our work
is more related to extractive summarization. Various multi-
document summarization methods have been proposed over the
last decade, including centroid-based [12], graph-based [13],
[5], knowledge-based [1], [14], and etc. Other methods, such
as non-negative matrix factorization, latent semantic analysis,
and sentence-based topic models, have also been applied to
generate the summaries by selecting semantically important
sentences in the documents [15], [16]. Most existing extractive
summarization methods generate short summaries by selecting
sentence from the input; however, they often ignore the implicit
temporal, spatial and structural information possibly presented
in the documents.

Topic detection and tracking (TDT) is a research program
initiated by DARPA (Defense Advanced Research Projects
Agency) for finding and following the new events in streams
that broadcast news stories1. It consists of three major tech-
nical tasks: tracking known events, detecting unknown events,
and segmenting a news source into stories. Many promising
approaches have been proposed and identified during the
TDT evaluation, in particular within the information retrieval
and natural language processing communities [7], [17], [18].

1http://projects.ldc.upenn.edu/TDT/

However, previous research efforts only focused on detecting
the flat structure of events, and fail to consider the hidden
hierarchies of topics.

Storyline generation aims to obtain a sequence of sum-
maries that describe how an event evolves over time, and has
attracted great attention recently. For example, Google News
Timeline clusters incoming articles into groups based on topics
and lists the generated groups in chronological order. Alonso
et al. [19] proposed a framework for generating temporal
snippets to improve user search experience. These methods
consider the temporal information as references and represent
the results in chronological order. Recently, Wang et al. [9]
proposed a framework that integrates text, image, and temporal
information to generate storyline-based summaries to reflect
the evolution of the given topic. Lin et al. [20] presented a
framework for generating storylines from microblogs for user
input queries. Shahaf et al. [8] proposed a methodology called
metro map for creating structural summaries of documents
by optimizing several objectives (e.g., relevance, coherence,
coverage and connectivity) simultaneously. Jiang et al. [21]
proposed an temporal event summarization solution to sum-
marize the temporal dynamics of the event sequences using
the inter-arrival information. Unlike these existing systems,
our framework takes into account the spatial information and
generates storyline-based summaries to reflect the evolution of
a given topic over different geo-spatial regions.

Disaster Situation-specific Tools: Commercial systems
such as Web EOC and E-Team are usually used by Emergency
Management departments located in urban areas [22], [23].
Recently Ushahidi provides a platform to crowd source news
stories and crisis information using multiple channels and
prepares visualization and interactive maps [24] and Geo-
VISTA monitors tweets to form situation alerts on a map-based
user interface according to the geo-locations associated with
the tweets [25]. These situation-specific tools provide query
interfaces, GIS and visualization capabilities to support user
interaction and query [26]. However, they do not generate
textual storylines to improve the situation awareness.

III. PROBLEM DEFINITION

To summarize what is happening in the vicinity of a given
disaster, we present a storyline of the disaster in the form of
a two-layer graph of events.

Definition An event is represented by a tuple (t, l, s) where t
is the time that the event occurs, l is the location and s is the
textual description about the event. For example, (08/27/2011,
New York City, “The five main New York City-area airports
will be closed to arriving flights”) represents an event in
Hurricane Sandy.

The problem of generating a storyline can be defined as
follows:

Input: A collection of documents related to a disaster.

Output: A two-layer storyline consists of the most repre-
sentative events summarizing the evolution of disaster-relevant
topics. The first layer (or the upper layer) is a chain of events
(o1, . . . , on), as the global temporal and spatial evolution of
a disaster, therefore also referred as the global storyline. An



event of the upper layer oi can be further expanded in the
second layer (or the lower layer) to a connected tree of
events as the temporal and topic evolution locally for a specific
location of oi.

A global storyline, which is a chain of events, describes
how the disaster moves over time by the location attribute
of the events and how the disaster affects different areas by
the description attributes. The chain structure is used under
the assumption that a disaster at any time should have only
one geo-spatial center, which should move continuously over
time. Such an assumption is valid for most of the natural
disasters like hurricanes, storms, and blizzards, but not for
the man-made disasters like cyber attacks. In our future work,
we will explore more complicated evolution structures of
different disaster types. For local storyline generation, we
follow previous work of storyline generation [9] to use a tree
structure as the storyline to capture more topics in the topic
evolution, allowing multiple topics to coexist at the same time.

IV. SYSTEM FRAMEWORK

Fig. 1. The High-level System Overview

Figure 1 shows our system framework. Given a collection
of documents related to a disaster, we first extract text snippets
as sentences with time and location phrases, which are iden-
tified by Stanford NER [27]. Time phrases are normalized by
SUTime [28] to timestamps and location phrases are mapped
to geocodes by Google API2. Together with its timestamp and
geocode, a snippet approximately describes an event.

2https://developers.google.com/maps/documentation/geocoding

In our framework, the extracted text snippets are first
organized as a similarity graph, followed by two layers of
processing, corresponding to the two layers of the output.
In the first layer, a minimum dominating set algorithm is
employed on the snippet graph to find several representative
events, on top of which an integer linear programming method
is then proposed to find a chain of events reflecting the overall
spatial evolution of the disaster as the global storyline. We
visualize the global storyline on a map using Google map
APIs.

If a user is interested in certain area and click it on the map,
the map will be zoomed-in the clicked area and display the
local storyline of the area. To do this, a sub-graph of the overall
similarity graph is first induced and augmented to a multi-view
graph. The same minimum dominating set algorithm is first
applied to the sub-graph for finding representative events, and
then followed by a Steiner tree algorithm to make the selected
events temporally smooth and coherent.

V. GLOBAL STORYLINE GENERATION

A. Text Snippet Graph Construction

Although each text snippet can be considered as an event,
many of those are redundant. To remove the redundancy and
obtain a set of representative events, we construct a graph
G = (V,E) with the given text snippets as the vertex set
V , and add an edge between each pair of snippets which
are likely to refer to the same event. Specifically, for two
nodes vi, vj ∈ V , we first convert these two text snippets
into two feature vectors as n-gram bags-of-words, then com-
pute the cosine similarity between these two feature vectors.
eij = (vi, vj) ∈ E if and only if both the similarity of vi and
vj is greater than a similarity threshold parameter α, and their
distance calculated by their geocode is less than a distance
threshold parameter radius. Note that the latter constraint
takes the spatial smoothness of events into consideration.

B. Identifying Events via Dominating Set

We identify the set of representative events in the original
snippets with minimum redundancy by solving the minimum
dominating set problem. A vertex u of a graph dominates
another vertex v of the graph, if u and v are joined by an edge
in the graph. A subset of S of the vertex set of an undirected
graph is a dominating set if for each vertex u, either u is in
S or a vertex in S dominates u. The Minimum Dominating
Set (MDS) problem is to find a dominating set with minimum
size. MDS has been previously used to model multi-document
summarization problem [5]. In our case, we use the MDS of
text snippets to capture the representative events from the text
snippets of disaster event descriptions.

The MDS problem is known to be NP-hard but an efficient
greedy algorithm by Johnson [29] is known to achieve an
approximation ratio of H(d + 1), where d is the maximum
degree of the graph and H(n) =

∑n
i=1

1
i is the harmonic

function.3 The greedy algorithm is described in Algorithm 1
and was also used in [5].

3Johnson’s greedy algorithm was initially designed for the SET COVER
problem, but it is well-known that there is an L-reduction between MDS and
SET COVER.

https://developers.google.com/maps/documentation/geocoding


Algorithm 1 Greedy MDS Approximation Algorithm
INPUT: Graph G = (V,E), MDS upper bound W
OUTPUT: dominating set S

1: S ← ∅
2: T ← ∅
3: while |S| < W and S 6= V (G) do
4: for v ∈ V (G)− S do
5: s(v)← |N(v) \ T |
6: end for
7: v∗ ← argmaxv s(v)
8: S ← S ∪ {v∗}
9: T ← T ∪N(v∗)

10: end while

C. Storyline Generation by Connecting Dominating Objects
via Linear Programming (LP)

Using Algorithm 1, we generate the dominating set of
G(V,E), m text snippets d1, . . . , dm, as the representative
events. Without loss of generality, the set of events are assumed
to be in chronological order. To generate a global storyline
capturing the major location change of the disaster, we select a
sequence of nodes o1, o2, . . . , ol from the representative events
in chronological order. Intuitively, the generated storyline
should also be in spatial coherence, reflecting the continuous
location change of the disaster over time. Since a disaster is
likely to affect adjacent areas in a similar fashion, the storyline
should be coherent in content as well.

Based on the above discussions, we model the storyline
generation problem using integer linear programming. To
select a chain of nodes from d1, . . . , dm, we use variables
node-activei ∈ {0, 1}, i = 1 . . .m to indicate whether di is in-
cluded in the selected chain, and next-nodeij ∈ {0, 1}, i, j =
1 . . .m to indicate that di and dj are two successive nodes
(i.e., a transition) in the chain. The objective function aims to
maximize the storyline’s content coherence which is defined
as the minimal similarity between two successive nodes along
the storyline as shown below:

Coherence(o1, o2, . . . , on) = min
i=1,2,...,n−1

similarity(oi, oi+1).

We further impose the following set of constraints to model
storyline’s spatial coherence.

Chain Constraints: It should be guaranteed the consistency
of variables node-activei and next-nodeij , and that the se-

lected nodes should compose a chain in chronological order.

// A node has at most one in-edge and at most one
// out-edge

∀j :
∑
i

next-nodei,j ≤ node-activej , (1)

∀i :
∑
j

next-nodei,j ≤ node-activei. (2)

// The number of active transitions is equal to the
// number of active nodes minus one∑

i

node-activei −
∑
i,j

next-nodei,j = 1. (3)

// The chain is ordered chronologically:
∀i>j : next-nodei,j = 0. (4)
// A transition of two node can not be active if
// there exists an active node between them.
∀i<k<j : next-nodei,j ≤ 1− node-activek. (5)

Length Constraints: The selected chain should be in a
reasonable length ranged between pre-defined minimum length
threshold Lmin and maximum length threshold Lmax.

Lmin ≤
∑
i

node-activei ≤ Lmin. (6)

Location Smoothness Constraints: We require both pairwise
and triple-wise smoothness of location change on the selected
chain. Let Di,j , i, j = 1, . . . ,m be the distance based pairwise
location relationship between di and dj , and Di,j = 1 if
distance between di and dj is less than a pre-defined distance
parameter, Di,j = 0 otherwise. For triple-wise smoothness, let
Ai,j,k be the angle based triple-wise location relationship, and
Ai,j,k = 1 indicates the angle constructed by three successive
nodes di, dj and event k is not an acute one, otherwise
Ai,j,k = 0. By not including in the chain three successive
nodes of which the angle is acute, we excludes the back-and-
forth events from the storyline and smooth the location change.

// Distance of two successive nodes should be
// within some range

∀i :
∑
j

(1−Di,j) · next-nodei,j ≤ 0. (7)

// Three successive nodes can not construct
// an acute angle
∀i,j,k : next-nodei,j + next-nodej,k ≤ 1 +Ai,j,k. (8)

Minimal Similarity Constraints: Let Sij , i, j = 1 . . . ,m
be the cosine similarity between di and dj . we can use the
following constraints to find the similarity of the minimum
similar transition min-edge among active transitions.

∀i,j : min-edge ≤ 1− (1− Si,j) · next-nodei,j (9)

The Objective Function: Besides to maximize minimal sim-
ilarity between two successive nodes along the storyline, we
also try to make storyline as long as possible, so the objective
function has the following form

Maximize: min-edge+ λ · l, (10)



where λ is a coefficient parameter.

Although integer linear programming is an NP-hard prob-
lem, there are efficient approximation algorithms and imple-
mentations such as IBM CPLEX4, which is used for optimiza-
tion in this paper.

VI. LOCAL STORYLINE GENERATION

A global storyline presents a general high-level picture of
how a disaster affects different areas when it hits these areas.
To show how the disaster affects a specific area locally for a
longer time period during preparation and recovery, we allow
users to zoom-in to a node nodex of the global storyline. Once
a user clicks the node nodex, a new graph GL(V L, EL) will
be constructed, which is an induced sub-graph of G(V,E),
where V L includes all text snippet nodes which are close to
nodex according to their associated geocodes. For the graph
GL(V L, EL), we employ the storyline generation method
proposed in [9] to generate a storyline for the selected area.

A. Augmented Multi-view Graph Construction

Definition A multi-view graph is a triple G = (V,E,A),
where V is a set of vertices, E is a set of undirected edges,
and A is a set of directed edges.

Different from the global storyline generation where the
temporal and spatial information of text snippets are modeled
by integer linear programming, here we incorporate tempo-
ral information in an augmented multi-view graph GL =
(V L, EL, A) from GL = (V L, EL), where A is a set of
directed edges for temporal relationship between events. To
define edges in A, we introduce two additional parameters
τ1, τ2, 0 < τ1 < τ2. For every pair of nodes oi, oj in V , we
draw an arc from oi to oj if τ1 < tj − ti < τ2, where ti, tj
are the timestamps of oi and oj , respectively.

B. Generating Storylines via Directed Steiner Tree

Similar to generating global storylines, after extracting
a dominating set of GL = (V L, EL) which represent the
main content topics, we need to generate a storyline capturing
the temporal and structural information of the local event
descriptions. To tackle this problem, we use the concept of
Steiner Tree. A Steiner tree of a graph G with respect to a
vertex subset X is the edge-induced subtree of G that contains
all the vertices in X with minimum cost, where the cost is
often measured by the size of the tree.

Problem: Given a directed graph G = (V,A), a set X of
vertices (called terminals), and a root v0 ∈ X from which
every vertex of X is reachable in G, find the subtree of G
rooted at v0 containing X with the smallest total vertex weight.

This problem is known to be NP-hard since the undirected
version is already NP-hard. While the undirected version has
been well studied, much less work has been done on direct4ed
version [30]. An intuitive solution for this problem is to find
the shortest path from the root to each of the terminal and
then merge the paths. Of course, this does not guarantee the
optimal solution.

4http://www.ibm.com/software/commerce/optimization/cplex-optimizer/

We make use of an algorithm due to Charika et al. [30].
The algorithm takes a level parameter i ≥ 1. In addition, it
takes as input the target terminal set Y , the root r, and the
required number of nodes to cover, k. When i = 1, it leads
to the intuitive solution: i.e., selecting the top k shortest path
from the root to k nodes and return the union of those paths.
Let the length of every arc (u, v) ∈ A is 1. We will make initial
call of Ai(k, v0, X) with X is the dominating set calculated
by Algorithm 1 based on graph G, v0 is the event among X
with the earliest timestamp, and k is |X|, the size of X . We
interpret the output tree as a local storyline evolving from the
root event to all the other dominating events. For a constant i,
the algorithm is known to run in polynomial time and produces
an O(k

1
i )-approximate solution [30].

Algorithm 2 Ai(G, k, r,X)

INPUT: G = (V,A) : directed multi-view graph
X : target vertex set X
r ∈ X : the root X
k ≥ 1 : the target size X
OUTPUT: T : a Steiner tree rooted at r covering at least k
vertices in X

1: T = ∅
2: while k > 0 do
3: Tbest ← ∅
4: cost(Tbest)←∞
5: for each vertex v, (v0, v) ∈ A, and k′, 1 ≤ k′ ≤ k do
6: T ′ ← Ai−1(k

′, v,X) ∪ {(v0, v)}
7: if cost(Tbest) > cost(T ′) then
8: Tbest ← T ′

9: end if
10: T ← T ∪ Tbest
11: k ← k − |X ∩ V (Tbest)|
12: X ← X \ V (Tbest)
13: end for
14: end while
15: return T

VII. SYSTEM EVALUATION

A. Datasets

TABLE I. STATISTICS OF THE DATASETS.

keyword #documents #text snippets
Hurricane Katrina 800 1572
Hurricane Sandy 795 2253
Hurricane Irene 691 2186

We collect datasets from Bing News Search5 using key-
words about three major hurricanes in the last ten years (i.e.,
Hurricane Katrina, Hurricane Irene, and Hurricane Sandy) to
evaluate our storyline generation system. For the search results
returned from Bing News Search, we extract the text content
from the corresponding web pages. Basic statistics about the
datasets are shown in Table I, and some examples of extracted
text snippets are shown in Table II.

B. Summarization Performance of Global Storylines

To evaluate the quality of global storylines generated by
our proposed framework, a human labeler manually composed

5http://news.bing.com

http://www.ibm.com/software/commerce/optimization/cplex-optimizer/
http://news.bing.com


TABLE II. EVENTS EXAMPLE EXTRACTED FROM DOCUMENT USING
ENTITY RECOGNITION

content time location

This photo made available by the New
Jersey governor’s office shows flooding
and damage in Seaside Heights, N.J. on
Oct. 30, 2012 after super-storm Sandy
made landfall in the state.

2012-10-30
New Jersey — Sea-
side Heights N.J.

October 22, 2012 - Sandy develops into
a tropical storm in the Caribbean Sea.

2012-10-22 Caribbean Sea

October 24, 2012 - Hurricane Sandy
makes landfall near Kingston, Jamaica,
with winds of 80 mph.

2012-10-24 Kingston Jamaica

By Patrick Clark September 26, 2013
Business owners pile muddy furniture
outside their building off Canon Avenue
in Manitou Springs, Colo.

2013-09-26 Manitou Springs
Colo.

Fig. 2. Average Recall, Precision, F-1 of ROUGE-2.

global storylines for the three hurricane disasters, which are
compared with system-generated storylines using ROUGE [31]
toolkit (version 1.5.5). ROUGE is widely applied by DUC
for summarization performance evaluation. It measures the
quality of a summary by counting the unit overlaps between the
candidate summary and a set of reference summaries. Several
automatic evaluation methods are implemented in ROUGE,
such as ROUGE-N, ROUGE-L, ROUGE-W and ROUGE-SU.

Fig. 3. Average Recall, Precision, F-1 of ROUGE-SU4.

(a) Hurricane sandy experiment (b) Hurricane sandy from
wikipedia

(c) Hurricane katrina experiment (d) Hurricane katrina from
wikipedia

(e) Hurricane irene experiment (f) Hurricane irene from
wikipedia

Fig. 4. Experimental result of Hurricane Sandy, Katrina and Irene compared
to Wikipedia.

ROUGE-N is an n-gram recall computed as follows:

ROUGE-N =

∑
S∈ref

∑
gramn∈S

Countmatch(gramn)∑
S∈ref

∑
gramn∈S

Count(gramn)
, (11)

where n is the length of the n-gram, and ref stands for
the reference summaries. Countmatch(gramn) is the maximum
number of n-grams co-occurring in a candidate summary and
the reference summaries, and Count(gramn) is the number of
n-grams in the reference summaries. ROUGE-SU4 is based on
skip-bigram plus unigram, where skip length is 4.

We compare the global storylines generated by our pro-
posed method considering geo-spatial information with the
results from the following methods:

1) The Steiner tree based storyline generation [9], which
does not consider geo-spatial information;

2) The Dominating set based summarization method [5],
which is a standard multi-document summarization



We are currently rolling our
catastrophe personnel, mo-
bile claim centers and catas-
trophe response vehicles to
Raleigh, N.C., for staging.

Located in Onslow Bay near
the North Carolina coast
recently reported sustained
winds of 44 mph ... 71
km/h, and a wind gust of 59
mph.

As of 11:00 a.m. Friday
Sandy was centered about
25 miles north-northeast
of Great Abaco Island,
or about 460 miles south-
southeast of Charleston,
S.C.

Governors from North Car-
olina, where steady rains
were whipped by gusting
winds Saturday night, to
Connecticut declared states
of emergency.

As of Oct. 28, 2012, the Na-
tional Hurricane Center pre-
dicts rainfall totals of 3 to 6
inches over far northeastern
North Carolina with isolated
maximum to tals of 8 inches
possible.

About 335 mi ... 540 km
se of Charleston South Car-
olina, maximum sustained
winds ... 75 mph ... 120
km/h

On Sunday afternoon,
Sandy brought winds
gusting to 103km/h to
coastal North Carolina.

10/24/2012 10/25/2012 10/26/2012 10/27/2012 10/28/2012

Fig. 5. An illustrative example of the local storyline for the area of the Carolinas during Hurricane Sandy.

method.

Figure 2 and Figure 3 show the performance comparison
of the three methods using ROUGE-2 and ROUGE-SU4,
respectively.

We can observe that the Streiner tree based storyline
generation method outperforms the pure multi-document sum-
marization method that does not incorporate the temporal
information. Our proposed storyline generation method, which
considers both the temporal and spatial information, performs
the best among all three methods.

C. A Case Study

A case study is conducted to demonstrate the effectiveness
of the storylines generated using our proposed method. We
draw the global storyline generated by our proposed method
using Google Map API (shown on the left sub-figures in
Figure 4) and compare it with the storm paths downloaded
from Wikipedia (shown on the right sub-figures in Figure 4).

We can observe that the paths in our generated storylines
are similar with the ground truth. The differences are: 1) in
addition to show the real paths, our generated storylines can
reflect more information about how the hurricanes affect differ-
ent areas; and 2) the generated storylines not only shows how
hurricanes move but also present text descriptions about the
status updates and damages they cause along the movement.
With the geo-temporal storyline, users can easily capture the
overall situation evolution of a disaster.

Figure 5 shows an illustrative example of a local storyline
when we are interested in a specific area like Carolina during
Hurricane Sandy. We can see how Hurricane Sandy affects the
area during the period of time and covering different topics like
wind and rain.

VIII. CONCLUSION

In this paper, we present a storyline framework for sum-
marizing multiple disaster-related documents to generate a
two-layer hierarchical storyline to improve situation awareness
during or after disasters. We organize the storyline as a
two layer hierarchical structure to naturally describe a large-
scale disaster. Especially both temporal and spatial factors are

considered in the global storyline generation capturing spatial
evolution of the disaster over time.

In our future work, we will first explore more complicated
evolution structures of different disaster types for storyline
generation. We will also extend our framework to incorporate
more disaster types like earthquakes and other man-made
disasters. To make our system more practical in a real-
time disaster environment, we will include Twitter streams as
another data source.
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