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Abstract

Patent document retrieval, as a recall-orientated search
task, does not allow missing relevant patent documents
due to the great commercial value of patents and
significant costs of processing a patent application or
patent infringement case. Thus, it is important to
retrieve all possible relevant documents rather than only
a small subset of patents from the top ranked results.
However, patents are often lengthy and rich in technical
terms, and it often requires enormous human efforts to
compare a given document with retrieved results.

In this paper, we formulate the problem of com-
paring patent documents as a comparative summariza-
tion problem, and explore automatic strategies that
generate comparative summaries to assist patent ana-
lysts in quickly reviewing any given patent document
pairs. To this end, we present a novel approach, named
PatentCom, which first extracts discriminative terms
from each patent document, and then connects the dots
on a term co-occurrence graph. In this way, we are able
to comprehensively extract the gists of the two patent
documents being compared, and meanwhile highlight
their relationship in terms of commonalities and differ-
ences. Extensive quantitative analysis and case studies
on real world patent documents demonstrate the effec-
tiveness of our proposed approach.

Keywords: Patent Retrieval; Patentability Search;
Patent Infringement; Comparative Summarization

1 Introduction

Patent documents are important intellectual resources
of protecting interests of companies. Different from gen-
eral web documents (e.g., web pages), patent documents
have a well-defined format, and they are often lengthy
and rich in technical terms, which may require many
human efforts for analysis. Therefore, patent retrieval,
as a new research area, emerges in recent years, aiming
to assist patent analysts in retrieving, processing and
analyzing patent documents [24].

In practice, patent retrieval tasks may differ from
each other in terms of the retrieval purpose. Typi-
cal patent retrieval tasks involve prior-art search (un-
derstanding the state-of-the-art of a targeted technol-
ogy), patentability search (retrieving relevant patent
documents to check if similar ideas exist), infringement
search (examining if a product infringes a valid patent
or not), etc. [1]. Due to the great commercial value of
patents and significant costs of processing a patent ap-
plication or patent infringement case, these tasks share a
common requirement, i.e., to provide full coverage with
respect to the query document as much as possible.

However, even for a few retrieved patent documents,
analyzing the results is not a trivial task. For instance,
the task of determining patentability involves analyzing
prior patent documents that possibly disclosed the tar-
get document. In this task, the analysts have to read
through all the retrieved patent documents to determine
whether the target document satisfied the patentability
requirements. Nonetheless, patent documents are often
lengthy, and full of technical and legal terminologies.
Even for domain experts, it may also require a huge
amount of time to read and analyze a single patent doc-
ument. Hence, it is imperative to automate this process
and assist the analysts in reviewing the relationship be-
tween the query and the retrieved patents. Despite of
some recent advancement in patent retrieval [1, 4, 17],
this comparison process is still far from being well ex-
plored in research communities and industry.

In our work, we observe that typical patent retrieval
tasks often require examining how similar /different two
patent documents are in multiple aspects. To ease the
process, it would be helpful if we can provide a com-
parative summary of the two patent documents being
examined. To this end, we model the problem of com-
paring patent documents as a summarization problem,
in which both commonalities and differences of docu-
ments are preferred. Traditional document summariza-
tion aims to generate a summary delivering the major
information expressed in documents [5, 14]. However,
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most summarization methods cannot provide compar-
ative information. Recently, comparative summariza-
tion [21], as a special stream of summarization prob-
lems, has been proposed to summarize the differences
between documents. We hence resort to this technique
to address the problem of comparing patent documents.

Specifically, we first investigate available compara-
tive summarization methods [6, 21] in addressing the
comparison problem in patent domain. We find that
although these methods can provide comparative sum-
maries of patent documents, they fail to capture the
linkage of aspects in original patent documents. To ad-
dress this limitation, we propose a novel comparative
summarization approach, named PatentCom, which uti-
lizes graph-based techniques to connect the dots among
various aspects of the two patent documents on a term
co-occurrence graph. When analyzing the retrieved
patents for different retrieval tasks, our approach can
serve as automatic baseline, and consequently allow the
analysts to quickly go through the results. To the best of
our knowledge, our work is the first journey towards re-
ducing human efforts of comparing patent documents by
leveraging comparative summarization techniques. In
summary, the contributions of our work are three-fold:

e We formulate the problem of comparing patent doc-
uments as a comparative summarization problem,
and explore different means to solve this problem;

o We utilize a graph-based method to highlight the
commonalities and differences between patents,
and meanwhile show the relationship between the
patents regarding their differences;

e We conduct extensive evaluation on a collection of
US patent documents, and the results demonstrate
the effectiveness of our proposed approach.

The rest of the paper is organized as follows. In
§2 we discuss existing patent retrieval solutions that
provide refined search results for the analysts. In §3 we
formulate the problem, and explore possible solutions
that provide comparative summaries. In §4 we present
our graph-based comparative summarization approach,
PatentCom. Empirical evaluation is conducted and
reported in §5. Finally, §6 concludes our work.

2 Related Work

Patent retrieval is essentially different from searching
general web documents due to the characteristics of
patent documents and special requirements of patent
retrieval tasks [20]. In the last decade, a lot of research
work has been published in the domain of patent re-
trieval, e.g., generating search queries [9, 22|, expand-
ing queries [4, 11|, technology evolution analysis [26],

key patent discovery [25], etc. In this paper, we focus
on analyzing retrieved patent documents to improve the
readability, which has not been well explored in the com-
munity of patent retrieval. In the following, we highlight
the previous research that are most relevant to our work.

A patent document is often of rich content, con-
sisting of descriptions, embodiments, claims, etc. The
lexical content, as well as the structure of a patent doc-
ument, is often the obstacle that makes it difficult to
read. To ease the understanding of patent documents,
Shinmori et al. [17] utilize nature language processing
methods to reduce the structural complexity. Shereme-
tyeva [16] proposes similar approach to capture both the
structure and lexical content of claims from US patent
documents. Although they achieve a promising per-
formance for improving the readability of patent doc-
ument, human efforts are not significantly reduced for
comparing given patent documents.

Another direction of refining search results is to use
summarization techniques to represent original patent
documents. In [20], Tseng et al. utilize an extractive
summarization method that selects sentences based on
occurrence of keywords, title words, and clue words con-
tained in the document. Trappey et al. [19] employ a
clustering-based approach that combines the ontological
concepts and vector space models. The ontology cap-
tures the general concepts of patents in a given domain.
Then, the proposed methodology extracts, clusters, and
integrates the content of a patent document to derive a
summary and a tree diagram of key terms. These ap-
proaches might be able to capture the major information
of a patent; however, they are not suitable to highlight
the differences of two patent documents.

Our work is orthogonal to the aforementioned ap-
proaches. By presenting the comparative information,
we are able to provide strong evidence for patent ana-
lysts of the difference between patent documents. Based
on such evidence, patent analysts can quickly deter-
mine whether the idea of a patent application has been
disclosed by previously granted patents, or whether a
product-related patent documents uses almost the same
idea of another patent, etc.

3 Problem Statement and Possible Solutions

In this section, we first formally define the problem
under the setting of summarization, and then explore
possible solutions to this problem.

3.1 Problem Formulation Suppose there are two
patents d' and d? for comparison. Each patent doc-
ument is composed of a set of sentences, i.e., d' =
{sl,s3,...,sL} and d®> = {s%,s3,...,s2}. The prob-
lem of comparing two patent documents is essentially
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a comparative summarization problem, i.e., to select a
subset of sentences s! C d! and s? C d? with an iden-
tical summary length L, to accurately discriminate the
two documents. The generated comparative summaries
s! and s? can represent the general comparison of the
major topic in d' and d?, respectively. They can also
be decomposed into several sections, each of which fo-
cuses on a specific aspect. For analysis purpose, the
summaries should have not only acceptable quality, i.e.,
to be representative to the corresponding patent, but
also wide coverage with less redundant information.

In general, a comparison identifies the commonali-
ties or differences among objects. Therefore, a compara-
tive summary should convey representative information
in the documents, and contain as many comparative ev-
idences as possible. Specifically, given two documents,
the comparative summarization problem is to generate
a short summary for each document to deliver the dif-
ferences of these documents by extracting the most dis-
criminative sentences in each document. This problem
is related to the traditional document summarization
problem as both of them try to extract sentences from
documents to form a summary. However, traditional
document summarization aims to cover the majority of
information among document collections, whereas com-
parative summarization is to find differences.

3.2 Existing Solutions Recently, a list of ap-
proaches have been reported to tackle the problem of
comparative summarization [6, 8, 12, 18, 21]|. These ap-
proaches can mainly be categorized into two types of
strategies: (1) considering only the differences between
documents; and (2) focusing on both commonalities and
differences of documents. In the following, we investi-
gate these two strategies in more details.

3.2.1 Selection via Difference The extraction-
based summarization process generally involves select-
ing sentences from documents [14]. To this end, one
strategy of comparative summarization is to select sen-
tences that describe the notable difference of the two
documents without considering their commonality.

A representative work in this direction involves [21],
in which the selection is modeled as an optimization
problem that tries to minimize the conditional entropy
of the sentence membership given the selected sentence
set. Let Y denote the membership identity variable of
sentences, X be the entire sentence set, and Xg be the
selected sentence set for comparative summary. Then
the prediction capability of Y given Xg can be measured
by the conditional entropy, defined as

(3.1) H(Y|Xs) & —E,v.x5) (Inp(Y[X5s)),

where E,.) is the expectation given the distribution p,
e.g., the joint distribution of ¥ and Xg. The compar-
ative summarization problem can then be modeled as
an optimization problem, i.e., argmingH (Y |Xg), that
is, to find the most discriminative sentences. This op-
timization problem can then be solved using a greedy
strategy (please refer to [21] for more details).

This type of comparative summarization techniques
might be suitable for general purpose. However in prac-
tice, the sentence-document matrix is quite sparse; di-
rectly selecting sentences may not be a good choice. In
addition, the analysts often expect to obtain not only
the differences between patent documents, but also the
evidences of what aspects on which the patents are dif-
ferent from each other, i.e., the common yet different
information. Hence, comparison between patent doc-
uments should be originated from a more fine-grained
level, rather than only describing the differences.

3.2.2 Selection via Commonality & Difference
Another paradigm for comparative summarization con-
siders both commonalities and differences of documents
when selecting representative sentences. Typically, two
patent documents are related to each other, i.e., they
share some common aspects; nevertheless, their fo-
cus on these aspects might be different. Based on
this observation, several methods have been reported
to generate comparative summaries. One representa-
tive work involves [6], which considers semantic-related
cross-topic concept pairs as comparative evidences, and
topic-related concepts as representative evidences.

In more details, let C; {cij} be the set of
concepts in document d;,© = 1,2. Each concept has
a weight w;; € R, indicating the representativeness of
the concept, and a binary factor op;; € {0,1} indicating
whether ¢;; is presented in the summary. [6] considers
the cross-document concept pair < c¢y;, car >, which has
a weight u;; € R indicating the comparative importance
as well as a binary factor op;i € {0,1}. Then the quality
of a comparative summary is evaluated using

|C1||C2| 2 |Gl

32 )\ZZu]k Opjk—l- 1— Zzwz] Opij,

j=1k=1 i=1 j=1

which is a linear combination of the representative-
ness and the comparative importance. The first term
in Eq.(3.2) evaluates the cross-document comparative-
ness in terms of the concepts presented in the summary,
whereas the second term estimates the representative-
ness of the concepts. A € [0,1] controls the relative
importance of these two terms. w;; is calculated as the
term frequency, whereas u; is computed as the aver-
aged term frequency if the corresponding two terms are
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semantically relevant (using WordNet [13]). The opti-
mization problem of Eq.(3.2) can be solved using linear
programming, as indicated in [6].

This type of comparative summarization methods
relies on external resources, e.g., WordNet, to extract
semantically relevant concepts from documents. How-
ever in the domain of patent retrieval, the terms in a
patent document are often used from a legal perspec-
tive. It is difficult to extract meaningful concept pairs
from such documents by utilizing general thesaurus. In
addition, the generated summaries of this method are
presented as a list of sentence pairs without indicating
the relevance cross different pairs. Consequently, the
readability of the summaries might be deteriorated.

4 Our Approach: PatentCom

To address the limitations of the aforementioned ten-
tative solutions, we propose a novel approach, named
PatentCom, in which graph-based methods are utilized
to tackle the comparative summarization problem. Fig-
ure 1 presents an overview of our proposed approach. It
contains 4 major modules, described as follows.

1. Selecting Discriminative Features (§4.1): Given
two patents, we treat each document as a class, and
perform feature selection to extract discriminative
terms (i.e., nouns).

2. Constructing Feature Graph (§4.2): We construct
an undirected feature graph using the feature co-
occurrence information in the original patent doc-
uments, and map the discriminative features onto
the graph.

3. Eaxtracting Representative Tree (§4.3): Based on
the discriminative features, we extract common in-
formation of two patents on the feature graph.
The discriminative and common features are rep-
resented as a tree-based structure.

4. Generating Comparative Summaries (§4.4): We
select sentences from the two patent documents
by using the connected dots on the generated
feature tree. The resulted summary covers both
commonalities and differences of patents.

4.1 Discriminative Feature Selection Patent
documents often differ from each other on specific
aspects. For instance, technical patents often utilize
different techniques in their inventions. Hence, as the
first step, we try to extract discriminative terms, i.e.,
nouns, from patent documents. These terms can be
regarded as aspects that distinguish the two patents
being compared. We therefore treat each patent docu-

ment as a class, and nouns/noun phrases as features,
and model the problem as a feature selection problem.
Formally, suppose we have t feature variables from
the two patent documents, denoted by {z;|z; € F},
where F' is the full feature index set, having |F| = t.
We have the class variable, C' = {c1,c2}. The prob-
lem of feature selection is to select a subset of features,
S C F, to accurately predict the target class variable
C. There are various ways to perform feature selection,
e.g., information theory based methods (such as infor-
mation gain and mutual information), and statistical
methods (such as y? statistics). In our work, we use x?
statistics as the feature selection method as it has been
successfully applied to the field of text mining [23].

4.2 Feature Graph Construction The discrimina-
tive features from §4.1 are able to describe the differ-
ences between patents. However, a comparative sum-
mary of two patent documents should include both dif-
ferent and common aspects. To obtain the common
aspects and link them to the differences, we resort to
graph-based approaches.

Particularly in our work, we construct an undi-
rected graph G to represent two patent documents,
where G = (V, E). G contains a set of vertices (i.e., fea-
tures) V, where each vertex represents the nouns/noun
phrases in patent documents. Two vertices connect to
each other only if they co-occur in the same sentence.
In order to link two vertices, we consider both their co-
occurrence and their corresponding frequencies in each
document. Specifically, we define a linkage score of two
vertices v1 and vs in a single document A as

[{(v1,v2)|v1 € A, v € A}

43 ;v2) =2 ’
(13) wa(on, ) =2 SRR S A

where [{vilv; € A}| and [{vs]uvs € A}| denote the
frequencies of v; and v9 in document A, respectively.
[{(vi,v2)|v1 € A,uva € A}| represents the number of
times that v; and vy appear in the same sentence
of A. wa(vi,ve) essentially models the co-occurring
probability of v; and ve in A. Given two patent
documents A and B, we connect v; and vy if their

averaged linkage score on both A and B exceeds a
predefined threshold 1.

4.3 Feature Tree Extraction The discriminative
features obtained from feature selection are capable of
representing the difference of patent documents. How-
ever, there might be some gaps among these features,
that is, they may not be well connected in the feature

TTn the experiment, we empirically set 7 as 0.1.

166 Copyright © SIAM.

Unauthorized reproduction of this article is prohibited.



Downloaded 09/25/15 to 131.94.130.216. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

PatA @ Featurel
a @ Feature2
® Feature3

PatB @ Feature4
@ Feature5

Patent Docs Feature Selection

Feature Graph

Feature Tree Comparative Summary

Figure 1: An overview of PatentCom.

graph. In order to provide a fluent structure of com-
parative summary, we have to discover the relationship
among discriminative features. This can possibly be
achieved by connecting the discriminative vertices and
the vertices shared by two patent documents. Also, for
presentation purpose, the generated summary should be
as dense and informative as possible, i.e., to include the
minimum number of features and convey the major com-
monalities/differences.

In our problem setting, we expect that the identified
features can be connected in a meaningful way, we
hence formulate it as the minimum Steiner tree problem.
Given a graph G (the feature graph in §4.2) and a subset
of vertices S (the discriminative features in §4.1), a
Steiner tree of G is similar to minimum spanning tree,
defined as the subtree of G that contains S with the
minimum number of edges.

DEFINITION 4.1. Given a graph G = (V, E), a vertex
set S C V (terminals) and a vertex vg € S from which
every vertex of S is reachable in G, the problem of
minimum Steiner tree (MST) is to find the subtree of
G rooted at vy that subsumes S with minimum number
of edges.

The problem of MST, is known as an NP-hard prob-
lem [7]. As suggested by [2], a reasonable approximation
can be achieved by finding the shortest path from the
root to each terminal and then combining the paths,
with the approximation ratio of O(log® k), where k is
the number of terminals.

To solve this problem, we employ a recursive way to
generate the Steiner tree T. It takes a level parameter
i > 1. When ¢ = 1, the algorithm tries to find the
k terminals which are the closest to the root vy and
connect them to vy using shortest paths. As each vertex
in the feature graph can reach to any other vertices, we
hence randomly choose vy from the terminal set. As
1 > 1, the algorithm repeatedly finds a vertex v adjacent
to the input root of the ¢-th function and a number k'’
such that the cost of the updated tree is the least among
all tree of this form. Here the cost of a tree is calculated

as the number of edges in the tree. After obtaining
the expected path, we update the corresponding Steiner
tree, the target size k and the terminal set S.

The generated Steiner tree of the feature graph
gives us an elegant representation of patent compari-
son, which describes the transitions among all the other
discriminative features, connected by the common fea-
tures shared by two patents. Once the Steiner tree is
generated, we can easily obtain a concise feature-based
comparative summary of given patent documents.

4.4 Comparative Summarization Generation
The Steiner tree obtained from §4.3 provides us the ba-
sis to generate comparative summaries of two patent
documents. Our goal is to select the minimum set of
sentences from the original documents, by which the
features in the Steiner tree can be fully covered. Each
sentence can be represented as a subgraph of the en-
tire feature graph, whereas the Steiner tree can also
be regarded as a subgraph. Hence, the problem is to
select the minimum set of subgraphs that cover the
Steiner tree. Formally, we define the union of two graphs
Go = (Va, E,) and Gy = (Vp, Ep) as the union of their
vertex and edge sets, i.e., G, UG, = (V, UV,, E, U Ep).
We denote each sentence as G; = (V;, E;), which is a
subgraph of G(V,w,, E,w.). We then formulate the
problem of generating comparative summaries as the
problem of finding the smallest subset of subgraphs
whose union covers the Steiner tree.

DEFINITION 4.2. Given a graph G = (V,E), a set of
subgraphs S, and a Steiner tree T of G, the subgraph
cover problem (SGCP) is to find a minimum subgraph
set C C S, whose union, U = (Viy, Ey), covers all the
vertices and edges in T.

The SGCP problem is closely related to the set
cover problem. The set cover problem (SCP), which is
known as an NP-hard problem[7], can be easily reduced
to the SGCP problem. Please refer to the appendix
for the reduction. The greedy algorithm for the set
cover problem chooses sets according to one rule: choose
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the set that contains the largest number of uncovered
elements at each iteration. It has been shown [3] that
this algorithm gets an approximation ratio of H(s),
where s is the size of the set to be covered, H(m) is
the m-th harmonic number:

5 Empirical Evaluation

5.1 Real World Data Set Comparative patent doc-
ument summarization is a novel application in patent
retrieval, and hence there is no benchmark patent
dataset for evaluation. In the experiment, a patent
comparative summarization data set is provided by
a patent agent company according to the real-world
patentability or infringement analysis reports. The data
set is composed of 300 pairs of US patents related
to various topics, including “DOMESTIC PLUMBIN”,
“OPTICS DEVICE OR ARRANGEMENT”, “INFOR-
MATION STORAGE”, under the administration of
USPTO (http://www.uspto.gov). For each comparable
patent pair, manual summaries are provided by three
patent attorneys as the references.

5.2 Experimental Setup To evaluate the quality of
the generated summaries by automatic methods, we use
ROUGE [10] as the metric, which has been widely used
in document summarization evaluation. Given a system
generated summary and a set of reference summaries,
ROUGE measures the summary quality based on the
unit overlap counting. In the experiment, for each sum-
marization method, we calculate the averaged scores
of ROUGE-1, ROUGE-2, ROUGE-W and ROUGE-SU
over 300 pairs of patent documents.

For evaluation purpose, we perform preprocessing
on patent documents, including stopwords removal, to-
kenization, stemming, etc. To emphasize the techni-
cal difference, we extract noun terms and phrases for
each sentence in the documents. In practice, the num-
ber of features could vary depending on the size of the
documents. For simplicity, we choose the top 20 dis-
criminative features using y? statistics for each patent
document pair.

5.3 Results and Discussion In the experiments,
we start by using the features from different sections
of patents to generate summaries. We then compare
PatentCom with several baselines introduced in §3 from
both quantitative and qualitative perspectives. Finally,
we present an illustrative case study of using PatentCom
to determine patentability. The results have been
assessed and validated by patent analysts.

5.3.1 Summarization using Different Sections
A typical patent document often contains multiple sec-
tions, including summary of the invention, description of
the preferred embodiments, claims, etc. Some sections
may describe the invention in more details, whereas oth-
ers may represent the idea using abstractive terms. To
evaluate how important of each section in delivering the
comparative information, we generate the comparative
summaries from different sections of patent documents,
e.g., claims (CLM), embodiments (EMB), the summary
of the invention (SUM), the combinations of these three
sections and the entire patent document (ALL).

In Table 1, we report the averaged ROUGE scores of
PatentCom for the summaries generated from different
sections of patent pairs. Bold indicates the correspond-
ing result is statistically significant. We observe that the
best score is achieved by the summaries generated from
combination of embodiment section and claim, because
the claim section is the core part of the entire patent
document and the embodiment of a patent document
describes how the invention can be made and practiced
in details, that contains sufficient resources to generate
a comparative summary. Besides, it is not enough con-
sider them separately, because claim is generally full of
legal or domain-specific terminologies, and embodiment
contains detail information without significance.

Table 1: Comparison of using different sections.

Sections ROUGE-1 | ROUGE-2 | ROUGE-W | ROUGE-SU
CLM 0.5424 0.3306 0.1552 0.2230
SUM 0.4831 0.2642 0.1139 0.1961
EMB 0.4477 0.2317 0.0972 0.1460
CLM+SUM 0.5938 0.4174 0.2037 0.2887
CLM+EMB 0.6078 0.4623 0.2244 0.3113
EMB+SUM 0.4988 0.3007 0.1270 0.2171

ALL 0.6053 0.4593 0.2226 0.3093

5.3.2 Comparison with Existing Solutions For
comparison purpose, we implement the following docu-
ment summarization methods: (1) Minimal Dominate
Set Model (MDSM) [15], which selects the most rep-
resentative sentences from each patent document; (2)
Discriminative Sentence Selection Model (DSSM) [21],
which extracts comparative sentences via the method
introduced in § 3.2.1, that is, to select the most discrim-
inative sentences for describing the unique characteris-
tics of each document; and (3) Comparative Summa-
rization via Linear Programming Model (CSLPM) (6],
which considers cross-topic concept pairs as compara-
tive evidences, and topic-related concepts as represen-
tative evidences, as introduced in § 3.2.2.

Table 2 shows the comparison results of different
summarization methods, which are averaged ROUGE
scores over 300 pairs of patent documents. We observe
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that (1) PatentCom achieves the best performance in
terms of all the ROUGE scores by considering both
commonalities and differences between two patent doc-
uments; (2) The performance of DSSM is not compa-
rable with the other two methods, indicating that only
considering the difference of the patent pair is not suf-
ficient for this task, since such difference may not be
significant or comparable; and (3) MDSM has similar
ROUGE-1 with CSLPM, since MDSM selects impor-
tance sentences for each patent so that the summaries
by MDSM contain frequent words used in patents, and
may have significant overlap with reference summaries
based on unigram. However, MDSM performs poorly
on ROUEG-2, ROUGE-W and ROUGE-SU, as it does
not match the purpose of this task.

Table 2: Comparison of different models.

Models ROUGE-1 | ROUGE-2 | ROUGE-W | ROUGE-SU
MDSM 0.5210 0.3099 0.1499 0.2886
DSSM 0.4604 0.2645 0.1148 0.1583
CSLPM 0.5309 0.4066 0.2118 0.3015
PatentCom 0.6053 0.4593 0.2226 0.3093

To further illustrate the efficacy of comparative
summarization approaches for the problem studied in
our work, we conduct a case study of two compara-
ble patent documents, US689,296,4 (as US689) and
US775,796,9 (as US775). Both patents are related to
the topic of “jet regulator”, which distributes the in-
coming water flow into individual jets. The difference
between the two patents is that US775 provides an extra
component called “deflection projection” which is used
to keep the water jets away from aeration openings.

The comparative summaries generated by different
methods are shown in Table 3. The result of MDSM
misleads us to believe the major difference between two
patents is that US775 contains a new “jet fractionating
device” for dispersing water flow. However, US689 men-
tions “jet splitting device” which has similar functional-
ity as “jet fractionating device”; on this aspect, both
patents are similar. The reason here is straightforward:
traditional summarization methods like MDSM try to
capture the major information of the document, with-
out considering whether the concepts are semantically
identical. The differences identified by DSSM are trivial
and the summaries are not comparable, and hence we
cannot rely on this to decide whether US775 infringes
US689 or not. From the summary by PatentCom, we ob-
serve that US775 contains “a deflection projection” and
“cone-shape presieve”, which are not described in US689.
The reason why CSLPM misses “cone-shape presieve” is
straightforward: “dirt” is a relatively low-frequency fea-
ture, which is difficult to find without considering the
relationship between common and discriminative fea-

tures. Such summaries provide informative information
to patent analysts in a sense that there is a low proba-
bility that US775 infringes US689.

5.4 An Illustrative Case Study for Determining
Patentability Our proposed comparative summariza-
tion approach can serve as the basis of different patent
retrieval tasks. As an example, we choose the task of
determining patentability of a patent document to eval-
uate the efficacy of our proposed method, PatentCom.
We conduct a real-world case study between a patent
application US2013,0301,299 (US299) and the combi-
nation of US7,094,520 (as US520) and US6,663,253 (as
US253). Both patents are related to the topic of “optical
panel”, which distributes the incoming light form light
source over the entire upper face of the panel.

The comparative summaries generated by
PatentCom are shown in Table 4. From the se-
lected comparative summarizes, we observe that the
combination of US520 and US253 disclose similar
process for producing an optical panel molding die,
which is described as light guild panel in US299. Such
summaries provide informative information to patent
analysts that there is a high probability that US520
and US253 will affect the patentability of US299.

6 Conclusion

In this paper, we study the problem of comparing patent
documents, which refers to examining the equivalence or
coverage of two patent documents. We formulate this
problem as a comparative summarization problem, and
propose a novel automatic comparative summarization
approach, named PatentCom, to generate representative
yet comparative summaries for given patent document
pair. The generated summary is able to assist patent an-
alysts in quickly understanding the relationship of two
patents, and hence can help reduce the cost of different
patent retrieval tasks. Extensive empirical evaluation
on a collection of US patent documents demonstrates
the effectiveness of our proposed approach. From the
experiments we notice that features from different sec-
tions of patent documents may affect the performance of
the summarization. For future work, we plan to consider
the domain characteristics of patent documents, e.g., by
assigning weights to different sections of a patent when
selecting discriminative features.

APPENDIX

REDUCTION TO SGCP PROBLEM: Given a universe U,
a set of elements {1,2,...,m}, and a family S of subset
of U. We generate a fully connected graph G = (V, E)
for each subset, where nodes are elements of subset and
every pair of nodes has a edge. This construction can be

169 Copyright © SIAM.

Unauthorized reproduction of this article is prohibited.



Downloaded 09/25/15 to 131.94.130.216. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

Table 3: Sample summaries by MDSM, DSSM, CSLPM, and PatentCom.

Patent

MDSM

DSSM

US689

A jet regulator comprising a jet regulator
housing having an interior in which a jet regula-
tion device is provided that has passage open-
ings...Thereby, the projections on the support
ring of the insertable components can be
formed out of an un-deformed section of the metal
sheet.

Metallic insertable parts can also be manu-
factured in small numbers especially economi-
cally...The insertable components of the jet
regulator according to the invention can be man-
ufactured in a simple manner using simple conven-
tional manufacturing methods.

US775

A jet regulator comprising a jet fractionating
device for dispersing an incoming water flow
into a multitude of individual jets...Additionally
the jet regulator may also be embodied as an
aerated jet regulator with its jet regulator housing
being provided at its exterior perimeter with at
least one separate aerating opening.

the circular deflecting projection at its side fac-
ing away from the aeration openings in the flow
direction is provided with an angled deflection sur-
face...At the interior circumference of the housing,
in the flow direction downstream in reference to
the aeration openings, a deflecting projec-
tionis provided.

Patent

CSLPM

PatentCom

US689

The fluid stream that flows into the jet regulator
is divided into a number of individual jets in
the jet splitting device, which is designed as a
perforated plate...A ventilated jet regulator has
ventilation openings at the peripheral cover of
its jet regulator housing.

A jet regulator comprising a jet regulator
housing having an interior ... A ventilated
jet regulator has ventilation openings at the
peripheral cover of its jet regulator housing.
In order to keep dirt particles out of the interior
of the housing..., an intake filter is placed.

US775

A jet regulator has a jet fractionating de-
vice comprised of a perforated plate, which dis-
tributes the incoming water jet into a multitude
of individual jets...At the interior circumference of
the housing, in the flow direction downstream in
reference to the aeration openings, a deflect-
ing projection is provided.

A jet regulator comprising a jet fractionating
device for dispersing an incoming water flow...in
the flow direction downstream in reference to the
aeration openings, a deflecting projection
is provided...at the incoming side, are essentially
provided upstream with a cone-shape presieve,
which separates the dirt particles entrained.

Table 4: Sample comparative summary for patentability analysis.

Patent

US253

US299

The formation of the molded pattern on the
mold base by the use of the positive-type pho-
tosensitive heat-resistant resin comprises the
steps of coating the mold base with the positive-
type photosensitive heat-resistant resin to form
the photoresist film on its surface, pre-heating the
photoresist film so as to harden slightly, expos-
ing the applied photoresist film to light via the
positive-type pattern film for forming the opti-
cal pattern.

Claim 1. A fabricating method of grid points on a
light guiding plate, comprising following steps
of: S1, forming a layer of photosensitive ma-
terial on a mold for the light guiding plate; and
S2, performing photolithography on the photo-
sensitive material in order to form grid points
on the light guiding plate. Claim 2. The method
according to claim 1, wherein the photosensitive
material is a photosensitive resist.

Patent

US520

US299

a development step in which the photosensitive
heat-resistant resin layer 12 exposed is devel-
oped; a rinsing step in which the portions removed
by the development are rinsed away; and a bak-
ing step in which the pattern formed by the de-
velopment is baked at a high temperature to cure
the photosensitive heat-resistant resin and form a
raised or depressed pattern...

Claim 5. The method according to claim 2,
wherein the step of S2 further comprises following
steps of: S21 using a film formed with grid points
arrangement pattern as a mask, S22 sequentially
performing exposing and developing process on
the photosensitive resist in order to form a grid
points pattern on the photosensitive resin, and
S23 curing the photosensitive resist and removing
residual solvent and moisture.
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done in polynomial time in the size of set cover instance.

Assume the universe U has a cover C' with length
k, where C' is a smallest subfamily C' C S of sets whose
union is U. Based on set cover C, we generate a set
S of a fully connected graph G;, where the vertex set
of G; is the same with C;. Suppose we have a graph
T = (Vp, Er), the vertex set V equals the union of C.
It is straightforward that the set S is the cover of T,
because T is a subgraph of union of S and there is not
smaller set of subgraph to cover all the vertex in T.

For the reverse direction, assume that T'= (Vp, E7)
has a subgraph cover S with length k. Let us only
consider the vertex part of S, we can get a set C of
k sets whose union equals Vi, the universe. This set
will cover the universe, and thus the subgraph cover in
G is a set cover in U. O
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