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It is generally agreed that parallel database machines offer a way, perhaps the only way, to meet the ever-growing demands of information processing. At the same time, it is believed by many researchers and practitioners that the currently popular Relational Database Model will soon be recognized as obsolete and will be replaced by semantic data models which closely captures the information of the user's world and allows intelligent user interfaces, full data-independence and flexibility. Seeking the best of both worlds, we suggest a new architecture called the Linear-throughput Semantic Database Machine (LSDM). This architecture attempts to produce the best marriage between a highly parallel database machine and an implementation of the semantic binary database model.

1. Introduction

The traditional design of a database management system is based on a single processor, several large disks and some cache memory capable of holding a small fraction of the database. This approach entails a high overhead for maintaining data structures to minimize disk I/O and is limited by the slow sequential disk access bottleneck. As a consequence, there have been in recent years growing and widespread research into new strategies which can exploit parallelism and provide faster response to users.

Another issue which plays a decisive role in database management is the semantics of the data. The choice of the data model and the query language determine user convenience, flexibility of use of the database, and has a great impact on the efficiency of access to the database. Many researchers and practitioners believe that the currently popular Relational Database Model will soon be recognized as obsolete and will be replaced by semantic data models which closely captures the information of the user's world and allows intelligent user interfaces, full data-independence and flexibility. In our database machine we use one of the semantic data models — the Semantic Binary Model [Rishe-88-DDF] which offers a very simple yet mighty powerful logical data structure and allows an efficient implementation.

We propose a new database machine architecture LSDM (Linear-throughput Semantic Database Machine) which offers massive parallelism and supports the semantic binary model. Apart from the semantic advantages, the use of the semantic model in LSDM will make the machine more efficient. The architecture is designed to satisfy the following requirements:

- the computer performance should respond to the continuing increase in volume of queries and database size;
- it should be relatively easy to expand the system by adding additional processors and disks and the throughput is expected to increase linearly;
- it is necessary to have a degree of tolerance to faults in order to improve system reliability and safety;
- dynamic load balancing is desired in order to share the work among the processors and to reduce idle times.

The remaining sections of this paper are as follows. The second section describes several contemporary strategies. To see how the semantic binary model can be combined with the architecture we examine in the third section the nature of the semantic model. The fourth section introduces the new parallel architecture. An implementation is discussed in the fifth section. Finally, conclusions and further research are suggested.
2. Known Architectures

Many hardware alternatives have been suggested in order to overcome the limitations of a single processor system [Hsiao-83, Su-88]. One method is to use many general purpose computers with identical software (software multiple backend). This approach increases throughput and reduces the response time. However, this approach is extremely expensive.

Another method is to use an intelligent controller which can perform very rapid associative searches of the database. It has special hardware usually involving parallel processors to search the database, but cannot run a high level data manipulation language.

An efficient method is to use a database computer which can perform the typical relational functions — selection, projection, join, union, minus, and update functions.

Since there is a smooth continuum between database computers and intelligent controllers, they are grouped together as database machines (DBM). With declining hardware costs, many DBMs have been developed.

STARAN is an associative array processor built for radar/image processing [Oskarahan-86]. It is an efficient system with a high degree of parallelism. However, its serial and slow paging causes a heavy overhead in I/O operations. CASSM (Context Addressed Segment Sequential Memory) overcomes the above I/O bottleneck by employing one cellular logic system per disk surface and a controller [Su-79]. It cannot be guaranteed however that each cell gets control of the bus to communicate with the controller. Also, every cell requires a storage array for its results.

DBMAC is a relational DBM that utilizes a multiprocessor architecture with parallel disk access [Missikoff-83]. It uses attribute partitioning, giving it a domain based architecture. The associative search of data is accomplished with on-the-fly (synchronous processing of data) filtering. DBMAC is efficient in handling complex retrieval queries, but not intended for update operations. IDM (Intelligent Data Machine) is a micro-computer based commercial DBM [Le-Viet-83]. Its architecture is based on DEC mini-computers. It has a software backend (synthesized hardware for the implementation) with RAM cache. The software backend does not have much impact on the response time.

MICRONET is a bus-structured multiprocessor DBM. It uses a custom-built MICRONET bus [Su-88] to connect a number of processors with the host system. The bus becomes a bottleneck when the number of processors increase since all of them have to communicate through the same bus.

A tree-structured multiprocessor DBM is used in HYPERTREE [Goodman-81]. The processors are organized as a balanced binary tree with some additional connections between nodes at the same level. Each leaf node processor is connected to a read head of a disk. The internal nodes do not have secondary storage.

A cube-connected multiprocessor DBM [Barn-87] is a relational database machine. Each processor in the cube has a separate disk. This architecture provides high parallelism and a good distribution of secondary storage to all processors.

3. The Semantic Binary Model

Since [Abrai-74], many semantic data models have been studied in the Computer Science literature. Although somewhat different in their terminology and their selection of tools used to describe the semantics of the real world, they have several common principles:

- The entities of the real world are represented in the database in a manner transparent to the user. (Unlike the relational model where entities are represented by the values of keys of some tables; and the network model where entities are represented by record occurrences.) Hereinafter, the user-transparent representations of real-world entities are referred to as "abstract objects". The "concrete objects", or "printable values", are numbers, character strings, etc. The concrete objects have conventional representations on paper and in the computer.

- The entities are classified into types, or categories, which need not be disjoint. Meta-relations of inclusion are defined between the categories.

- Logically-explicit relationships are specified among abstract objects (e.g., "person p1 is the mother of person p2") and between abstract and concrete objects (e.g., "person p1 has first name 'Jack'"). There are no direct relationships among the concrete objects. In most semantic models, only binary relations are allowed, since higher order relations do not add any power of semantic expressiveness ([Brach-79], [Rishe-87-RM], [Rishe-88-DDF]), but do decrease the flexibility of the database and representability of partially-unknown information, and add complexity and potential for logical redundancy ([Rishe-88-DDF]).

The advantages of the semantic models versus the relational and older models with respect to database design, database maintenance, data integrity, conciseness of languages, and ease of DML programming are known [Rishe-88-DDF]. We also believe that the semantic models can have an efficient implementation.

Typically, semantic data models are implemented as interfaces to database managements systems in other data models, e.g., the relational or the network model [UNISYS-87]. (Although, there are less typical direct implementations, e.g., [Lien-81], [Chan-82], [Benneworth-81].) The efficiency of an interface implementation is limited to that of the conventional DBMS, and is normally much worse due to the interface overhead. The direct implementations are also believed to be less efficient than the conventional systems. However.
the semantic models have potential for much more efficient implementation than the conventional data models. This is due to two facts:

- All the physical aspects of representation of information by data are user-transparent in the semantic models. This creates greater potential for optimization: more things may be changed for efficiency considerations, without affecting the user programs. The relational Model has more data independence than the older models, for example the order of rows in the tables (relations) is transparent to the user. The semantic models have yet more user-transparency. For example, the representation of real-world entities by printable values is transparent to the user.

- In the semantic models, the system knows more about the meaning of the user's data and about the meaningful connections between such data. This knowledge can be utilized to organize the data so that meaningful operations can be performed faster at the expense of meaningless operations.

In LSDM we use the Semantic Binary Model (SBM) [Rishe-88-DDF], a descendant of the model proposed in [Abrial-74]. This model does not have as rich an arsenal of tools for semantic description as can be found in some other semantic models, e.g. the IFO model [Abiteboul-84], SDM [Hammer-81] (implementation [UNISYS-87]), the Functional Model [Shipman-81] (implementation [Chan-82]), SEMBASE [King-85], NIAM ([Nijssen-81], [Nijssen-82], [Leung-87]). Nevertheless, the SBM has a small set of sufficient simple tools by which all the semantic descriptors of the other models can be constructed. This makes SBM easier to use for the novice, easier to implement, and usable for delineation of the common properties of the semantic models. The results of this paper apply to most other semantic models.

The semantic binary model represents the information of an application's world as a collection of elementary facts of two types: unary facts categorizing objects of the real world and binary facts establishing relationships of various kinds between pairs of objects. The graphical database schema and the integrity constraints determine what sets of facts are meaningful, i.e. can comprise an instantaneous database (the database as may be seen at some instance of time.)

The formal semantics of the semantic binary model is defined in [Rishe-87-DS] using the methodology proposed in [Rishe-86-DN]. The syntax and informal semantics of the model and its languages (data definition, 4th generation data manipulation, non-procedural languages for queries, updates, specification of constraints, userviews, etc.) are given in [Rishe-88-DDF]. A non-procedural semantic database language of maximal theoretically-possible expressive power is given [Rishe-86-PS]. In this language, one can specify every computable query, transaction, constraint, etc.

4. LSDM Architecture

Conceptually, the LSDM is a distributed system of many processors that control a large number of small drives. The processors can work concurrently on various parts of a large database. All the processors are local and may communicate via high speed communication channels that form together a hypercube network. The hypercube network has been selected since it provides an elegant mechanism for connecting processors: inter-processor distances are small, and routing algorithms are both simple and flexible. We discuss here only those concepts of the hypercube that are relevant to the development of LSDM. A detailed description of the hypercube topology can be found in [Heller-86]. The hypercube network can be defined as a network of M=2^n processors. Each of the processors is labeled from 0 to M-1 by a unique binary string of length n. There is a bidirectional communication link between two processors if and only if the binary strings associated with them differ in exactly one bit position. The hypercube architecture offers many advantages. First, it has a high degree of reliability. If a processor on the network is dead, only the information that is exclusively associated with that processor is inaccessible. All other processors can communicate among themselves. Second, the communication among the live processors is guaranteed as long as the number of dead nodes is less than log_2 n. Third, the throughput of the network increases linearly with the quantity of processors. Finally, it provides a high degree of parallelism due to its symmetric nature and the tight coupling of the processors.

The database and all its indexing information is represented by one logical file. This file is partitioned into many small fragments, each residing on a separate small disk. Each disk is associated with a fairly powerful processor. The number of disk-processor pairs is sufficient to accommodate the totality of the database. In order to minimize slow disk accesses each disk-processor pair is associated with a large cache memory, allowing a semi-assosiative reference. Each processor can retrieve the information from the disk, perform the necessary processing on the data and deliver the result to the user. Similarly for updates: the processor verifies all the relevant integrity constraints and then stores the updated information on the disk.

A processor might not have all the required information on its local disk. In such cases, it will find out what processors have access to the information and will transmit a request to the processors for that information. Many database fragments are queried or updated concurrently.

5. Implementation

We use INMOS transputers as the processors for the implementation of LSDM. Each INMOS transputer consists of a fast processor (ten MIPS), memory up to four megabytes and four buffered 20-megabaud com-
munication links. The links may be interconnected directly or via software switches to other transputers or peripheral devices such as disk drives. We connect the transputers in a hypercube network.

The native language of the transputers is OCCAM. This language provides a powerful set of primitives for specifying process concurrency and synchronization, and has the additional advantage that a program written for a single processor system need only be re-compiled to run on a multi-processor system.

We plan to build a massive hypercube of 1024 processors. Each processor will have ten neighbors. Hence the number of communication links of each transputer should be increased to at least ten. Additional links are required for connecting a transputer to a disk. The INMOS CO04 board can extend a communication link to 32 lines, but it requires external control signals to select an appropriate line and does not recognize incoming signals. We are considering other hardware components to extend the number of links for a transputer.

Currently we are emulating LSDM architecture and perform statistical runs on the system. This will give the average size of messages and will help to decide the optimal packet size for the hypercube network.

6. Conclusions and Further Research

The LSDM attempts to alleviate certain problems inherent in contemporary database machines. The prime features which make this architecture promising are the high degree of parallelism, reliability, and scalability which enable us to increase computing power simply by the addition of hardware resources.

Currently, further work continues in detailed design and simulation of the LSDM and in the development of the algorithms required for the validation of update transactions against constraints, transformation of queries into the internal level, and optimization and distribution of queries.
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