














Crash Recovery

An integral part of a database system is a
recovery scheme which is responsible for
the detection of failures and the restora-
tion of the database to a consistent state
that existed prior to the occurence of the
failure. Put another way, it is the re-
sponsibility of the recovery scheme to en-
sure that all of the instructions associa-
ted with any transaction are executed to
completion, or none are performed. A com-
mon way of doing this is to log all trans-
actions on disk or tape before the data-
base is updated. In the event of a fail-
ure, the log can be used to restore con-
sistency. This technique is also called
journaling. A less common method of ensur-
ing consistency is shadow paging, in which
uncommitted transactions are mirrored on
disk. Crash recovery in a distributed
database is more difficult since each
transaction has to be committed everywhere
or aborted everywhere. The two phase com-
mit strategy is viewed as a way of solving
this problem, but it is not yet implemen-
ted in all of the leading RDBMS's and it
can impose a longer response time.

Sybase's dataserver recovery features in-
clude a write ahead log and a user setable
"maximum recovery time' from which an ap-
propriate checkpoint interval for writing
"dirty pages' to disk is derived. In the
event of a failure, all transactions that
were in progress but not yet committed at
the time of the failure are undone. Com-
pleted transactions are redone if there is
no guarantee that they were committed
since the last checkpoint. Sybase provides
a software implementation of disk mirror-
ing for either the transaction log or the
entire database, and a 'dynamic dump"
utility allows the database and transac-
tion log to be backed up while in use, en-
couraging frequent backups.

Oracle stores an 'after image'" journal on
a separate disk to provide crash recovery.
Applying the journal, a '"roll foward" re-
covery, results in the writing of commit-
ted transactions to a backup copy of the
database. Uncommitted transactions are
rolled back.

Ingres and Informix also implement check-
points and journaling. Informix keeps both
"before image' and "after image' logs to
facilitate fast recovery of all complete
transactions.

Conclusion

Can one make a choice of which DBMS to
benchmark on the basis of a comparative
design review? Perhaps. Based on the mat-
erial considered here, Sybase appears to
have the best distributed architecture,
the most advanced transaction control,

integrity checks, and crash recovery fea-
tures. Are there additional issues to con-
sider? Of course. Application development
tools, security features, portability,
cost and support have not been addressed.
Also, in making this kind of decision,
savvy users will attempt to find someone
who has successfully built an application
with the favored DBMS. It's fair to say
though, that the database systems reviewed
here are all enjoying increasing accep-
tance along with UNIX, workstations, and
minicomputers in general. Any of them
could offer significant advantages if
carefully applied to a given problem. Un-
derstanding the design issues presented
here represents the first step toward
making an informed decision and going on
to a meaningful benchmark.
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