Exploring Modeling Language for Multi-Touch Systems using PetriNet
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Abstract
We are motivated to find a flexible and compact modeling language for multi-touch gesture recognition. We explored a modeling language for multi-touch gesture recognition using Petri Nets. We demonstrated that a Petri Net can be used for gesture detection. We explore the possibility of a model composed of many Petri Nets.
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Introduction
We are inspired by a couple of recognition systems for multi-touch devices. For example: proton++[6] and Gesture Coder[9]. We continue to be inspired by the simplicity of the $1$ algorithm by Woobrock et al.[15]. We are motivated to continue to look for a more extensible, simple and uniform gesture recognition method that allows developers and HCI researchers to easily integrate it into their systems. In addition, our approach will be used for studies with different input devices.

In our initial exploratory approach towards a new modeling language for input devices (e.g., Multi-Touch), we present
IRML (Input Recognition Modeling Language). While this approach currently uses multi-touch devices only, the system will be extended for additional input devices.

We based our contribution in the state of the art for multi-touch gesture recognition. In addition, our work uses well established computer science theory, such as finite-state machines, regular expressions (RegEx) and Petri Net (PN)[14, 4]. For IRML, we use Petri Nets to represent multi-touch gestures.

Background
Formalism for input systems can be found in Newman’s pioneer work (1968), using a state diagram to represent a graphical system[12]. In 1990, the seminal work by Buxton in a Three-State Model of Graphical Input[1] used finite-state machines (FSM). The same year, Myers published a well-rounded model for input[10].

Formalism for input multi-touch gesture detection or touch events has also been explored. Recently, proton and proton++ showed the use of RegEx to accomplish gesture detection[6]. The use of state-diagram for multi-touch events was shown by Lao et al[7]. Kammer et al. used context-free grammar (CFG) to describe multi-touch gestures at a high level[5]. Gesture coder[9] creates FSMs by demonstration to later use them to detect gestures. Gesture Works and Open Exhibits by Ideum (Open Exhibits has a free non-open source product and Gesture Works sells commercial libraries) have a high-level language description using XML, called GestureML (or GML)\(^1\). Midas’ framework[13], utilizes a rule-based language to define gestures.

Petri Nets have also been used to detect gestures. Nam et al. showed how to use colored Petri Nets to achieve hand (data glove) gesture modeling and recognition[11], using Hidden Markov Models (HMM) to recognize movements before feeding them to the PN. Our approach is created for multi-touch devices (at this stage) with the ability to define gestures without HMM. Our vision is a general modeling tool for input devices. Petri Nets exist in many flavors and they are widely used in the industrial and communication fields[16].

Exploring IRML
We define a few terms and concepts about multi-touch and Petri Nets. A touch point (tp) is a representation of a 2D point on the screen. A trace (T) is a set of continuous touch points. Each trace has an ID (e.g., tp\(_{1}\)) and a state which can be down, moving, or up. For each trace there can be one down state, many move states, and one up state. A Petri Net is visually represented with tokens (small solid gray circle), transitions (rectangle), places (large circle), and arcs connecting places to transitions.

Originally, we wanted to expand the work by Kin et al.[6] using RegEx. However, we found a couple of reasons to use Petri Nets instead. First, some gestures can be difficult to implement with RegEx. Take a gesture where the angle produced by two touches must be maintained in a given range while performing the action. For example, given a set of points forming lines, the angle between those must be between 30 to 40 degrees. The reason why this is complicated to represent in RegEx is that the attributes are defined for each trace (touch). A possible solution may be to group the traces, but this makes RegEx become lengthy. Second, RegEx while useful, can become large for complicated models. Another approach that we looked into was FSM. FSM can become larger.

\(^1\)www.GestureML.org
than PN to accomplish the same tasks. One can represent a FSM with a PN but not the other way around. Therefore, Petri Nets were chosen.

Figure 1 shows a pseudo Petri Net that will work with high-level Petri Nets, such as Coloured Petri Nets (CPN)[4], first-order-logic PN[8] and Priority Petri Nets (see [2] for types of PN). This figure is an example of a Petri Net for the two-finger swipe gesture. The swipe gesture consists of the user moving the fingers in the same direction. In the example, we use each trace as the token. This behaves as a trace pointer at the position of the current sample. It is possible to design our proposed PetriNet using the elements of the set T, similar to [6]. In other words, the tokens will be individual trace events such as ‘dmmmu’ for down, move three times and up one time. However, this makes the design lengthier and more prone to error. Figure 1 has additional labels (A to E) to simplify the discussion.

The two-finger swipe gesture requires two tokens to move forward. Transition A determines if the tokens are in down state. If they are, they move to the PROCESS Place. Once in process, the Petri Net determines the next path by using one of the correct transitions. For example, if the state of a given trace is ‘up’, then it will move to the EXIT Place via Transition D. If the two fingers are not moving in the same direction, then the tokens are consumed via Transition E to the EXIT Place. Otherwise, it will move to the SWIPE Place, via Transition B, to trigger an action for this event. The token will automatically move forward, using Transition C for the next iteration. It is important to notice that this example represents a pseudo Petri Net allowing for conflicts to be resolved[2].

From this basic example, we can construct a series of Petri Nets. Given a set of PN, named P, we can construct a model P = (PN_1, PN_2, PN_3,...PN_n). Once the model is constructed, it can be executed. Once the gesture is complete, the model can be reset. For the implementation, the model is stored in an XML file to be loaded and executed in the language of choice (e.g., C++, Java). However, at this time, we have not tested multiple gestures simultaneously.

**Conclusion and Future Work**

We have shown an alternative solution to multi-touch gesture detection using Petri Nets. We have shown that the transition and high-level Petri Nets (e.g., CPN) can provide a powerful, flexible and compact approach to solve input detection in general.

Our future work will consist of two tasks. Creating a full-fledged Petri Net framework that will work with different input devices, such as multi-touch, gyroscopes,
and Leap Motion. This will include the pseudo-code and concrete code (e.g., C++) required to run a full-fledge system. In addition to IRML, our second task involves a visual approach using domain-specific language (DSL) as demonstrated in other domains, such as game development[3]. The DSL approach will include usability testing with developers. Our work is made with the objective to test 3D Navigation.
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