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Abstract
Object storage and retrieval is one of the challenging problems in object-based information systems. It requires the efficient and reliable satisfaction of the inherent and processing requirements of the objects. In this paper, we discuss different properties and requirements of objects which necessitate their decomposition for distribution and parallel retrievability. These include the object’s size, data availability rate, and parallel processing requirements. We present the conditions and criteria for determining the number and sizes of an object's segments and allocatability of each segment to a particular storage device. We also discuss the implications of some of these allocation techniques with respect to parity placement in RAID architecture and also their impact on certain interactive video on demand functionalities such as fast forward and rewind. We introduce Staggered RAID, a data placement scheme that provides both fault tolerance and load balancing in multimedia storage information systems.

1 Introduction
Numerous problems in the management of “objects” have emerged with the advent of multimedia information processing. Some of these include object storage, retrieval, synchronization, consistency, and transport. The storage allocation strategies for multimedia systems have attracted a lot of attention [5, 6, 10, 11]. Most of the techniques and strategies that have been proposed [3, 7, 9] are extensions to techniques used in traditional (non-multimedia) data processing environments. However, given the temporal characteristics of multimedia data, these techniques have serious implications on various functionalities of multimedia systems. Consequently, it is important that these performance implications be seriously considered in the design of algorithms for the storage and retrieval of multimedia objects.

Disk striping was studied in [13, 7] and found to be an effective technique for satisfying the high bandwidth requirements of certain supercomputing applications. However, Redundant Array of Inexpensive Disks (RAID) [12] was introduced to address the fault tolerance limitations of striped disk arrays. In this technique, a parity disk is added to the striped system so that fault tolerance can be maintained for a single disk failure.

Interactive video-on-demand (IVOD) applications are likely to become commonplace in the not too distant future. IVOD applications require high performance storage servers which support parallel access to data. Recent studies have shown that proper data placement and allocation techniques are central to the provision of certain IVOD functionalities [2, 8]. The data layout technique used greatly affects system performance when functionalities such as fast forward and rewind are supported.

In this paper, we discuss the placement or allocation and retrieval issues of objects in multimedia information systems. The different properties and requirements of an object which necessitate its decomposition for parallel retrievability are described. These include the object’s size, data availability rate, and parallel processing requirements. We present the conditions and criteria for determining the number and sizes of the segments and allocatability of each segment to a particular storage device. In Section 2 we discuss techniques for object decomposition in systems with heterogeneous and homogeneous storage devices. We develop a framework for efficient object decomposition in a heterogeneous storage device environment. In Section 3 we discuss stream control in interactive multimedia systems and discuss problems arising from certain data placement techniques. In Section 4 we introduce Staggered RAID, a data placement technique that provides both fault tolerance and load balance for IVOD environments. Our conclusions are presented in Section 5.

2 Storage Requirements for Objects
In this section we study the storage requirements of objects which foster their parallel retrievability. We also discuss the properties, characteristics, or processing requirements of an object which impact its storage.

2.1 Inherent properties and requirements
Characteristics that necessitate the decomposition of a large object include the size of the object, the

*This work has been supported in part by grants from NASA (NAGW-4080), ARO (BMDO grant DAAH04-0024) and NSF (IRI-9409661).
data availability rate, and the parallel processing requirements.

2.1.1 Object size

The problems associated with multimedia objects are often due to their continuous characteristics. For example, video objects need to be digitized in order to store or transport them. The digitization of video signals results in objects of enormous sizes. Different encoding standards have been established to reduce the sizes of these objects. For example, the MPEG-I (Motion Picture Expert Group) encoding standard can encode 100 Mbytes to 1.5 Mbytes, while MPEG-II can encode the same original data to about 3 Mbytes. Therefore, given a 2-hour movie encoded with MPEG-II, a 21.6 Gbytes object results. Ignoring other requirements of the object, a storage device of at least the size of the object is needed to store it.

2.1.2 Data availability rates

Most of the multimedia objects require a minimum amount of data utilization per unit time. The data utilization rate is the amount of data consumed per unit time to satisfy operating requirements. For example, if a television display requires z frames per second, and if each frame is y bits, then, the data utilization rate is z y bits/sec. It is, therefore, necessary that this amount of data be available when needed for the object to be meaningfully processed. Table 1 shows examples of some of the throughput requirements for some types of multimedia objects and standards such as compressed MPEG I & II, PAL (Phase Alternation by Line - European Television Standard), NTSC (National Television Standard) and HDTV (High Definition TV).

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Data Rate (per sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text</td>
<td>one page = 40 Kbits</td>
</tr>
<tr>
<td>Vector Graphics</td>
<td>500 lines = 24 Kbits</td>
</tr>
<tr>
<td>Bitmap Images</td>
<td>one page = 0.384 Mbytes</td>
</tr>
<tr>
<td>Digitized Voice</td>
<td>64 Kbits</td>
</tr>
<tr>
<td>Digitized Audio</td>
<td>640 Kbits</td>
</tr>
<tr>
<td>PAL Digitized Video</td>
<td>30 Mbytes</td>
</tr>
<tr>
<td>MPEG-I Video</td>
<td>1.5 Mbits to 3.0 Mbits</td>
</tr>
<tr>
<td>MPEG-II Video</td>
<td>3.0 Mbits to 6.0 Mbits</td>
</tr>
<tr>
<td>NTSC Digitized Video</td>
<td>25.2 MBytes</td>
</tr>
<tr>
<td>HDTV</td>
<td>144 MBytes</td>
</tr>
</tbody>
</table>

Table 1: Examples of Multimedia Object Throughput Requirements

In this paper, we refer to the throughput requirement of an object as its Data Availability Rate (DAR). Assuming that network latency is negligible, the satisfiability of an object’s data availability rate depends primarily on the bandwidths of the storage devices. The bandwidth of a device is the amount of data that can be stored in a storage device per unit time under an optimal allocation policy. An optimal allocation entails the minimization of seek and rotational latencies during data retrieval. To model the relationship between data availability and bandwidth of storage device, we assume that whenever necessary, each object can be optimally stored in a storage device. We let

\[ O_i \] = the ith multimedia object,
\[ O_{ij} \] = the jth subobject or segment of \( O_i \),
\[ S_{ij} \] = the size of \( O_{ij} \) (i.e., \( |O_{ij}| \)),
\[ S_i \] = the size of \( O_i \) (i.e., \( |O_i| \)),
\[ DAR_i \] = the data availability rate of \( O_i \),
\[ DAR_{ij} \] = the data availability rate of \( O_{ij} \),
\[ Q_i \] = the amount of data associated with \( DAR_i \),
\[ Q_{ij} \] = the amount of data associated with \( DAR_{ij} \),
\[ SD_k \] = the kth storage device, and
\[ BW(SD_k) \] = the bandwidth of \( SD_k \).

Therefore, an object \( O_i \) can be stored in \( m \) storage devices (assuming the existence of \( m \) subparts/subobjects of \( O_i \)) if

\[
\sum_{k=1}^{m} BW(SD_k) \geq DAR_i \quad (1)
\]

2.1.3 Parallel processing

In some parallel or distributed computing environments, different parts of an object may be needed by different machines or computing systems simultaneously. In other to localize object storage, the object must be decomposed and stored in the storage devices attached to different systems. For example, let Table 2 represent the decomposition matrix of an object, \( O_k \), where \( s_{ij} \) (assuming row-major ordering) represents ith row and jth column, and \( m_{ss} \) represents the number of storage segments (target storage locations). Each row of \( O_k \) can be modeled as:

\[
\forall j [j=1\ldots4] \quad s_{ij} \in O_k, \quad i = 1, \ldots, m_{ss} \quad (2)
\]

and each column of \( O_k \) as:

\[
\forall i [i=1\ldots4] \quad s_{ij} \in O_k, \quad i = 1, \ldots, m_{ss} \quad (3)
\]

\[
\begin{bmatrix}
  s_{1,1} & s_{1,2} & s_{1,3} & s_{1,4} \\
  s_{2,1} & s_{2,2} & s_{2,3} & s_{2,4} \\
  s_{3,1} & s_{3,2} & s_{3,3} & s_{3,4} \\
  s_{4,1} & s_{4,2} & s_{4,3} & s_{4,4}
\end{bmatrix}
\]

Table 2: An Example Decomposition for Parallel Processing

All the segments composed from a given row or column or diagonal can be stored in a storage device attached to a different site or different storage device within a single machine. For example, it is possible to extract all the diagonal elements of the object, i.e., \( s_{1,1}, s_{2,2}, s_{3,3}, s_{4,4} \), by concurrent issue of I/O requests to the applicable sites or devices.
2.2 Network implications

When satisfying the data availability rate of a multimedia object, we assume that the data is being transported only from permanent storage via the server to the client without any intervening transport medium. However, nowadays, the configuration usually involves various users connected to one or more servers via a Local, Metropolitan or Wide Area Network (LAN, MAN, WAN). In that case, even if the I/O devices to server data transmission satisfies the data availability rate, the network latency could present problems.

The bandwidth of a network is the amount of data that it can deliver from source to destination per unit time. The bandwidth of any network is affected by the amount of traffic (requests) generated per unit time. Retransmissions due to data loss while in transit over the network also affect the volume of traffic. For certain multimedia data types, especially those that are continuous, data retransmissions adversely affect on-time data delivery and utilization.

Even in the presence of efficient buffering strategy, the number of retransmissions and their temporal implications can become non-deterministic making it difficult for them to be accounted for by a buffering strategy. Consequently, network reliability becomes an important element in a multimedia delivery system.

Although studies such as that reported in [4] have demonstrated the effectiveness of statistical reservation schemes in certain multimedia environments, there is no doubt that for many multimedia applications, it is still necessary that the underlying transmission networks have the capability of guaranteed resource reservation. This implies that the bandwidth for the data transmission from source to destination must be guaranteed prior to data leaving its storage site. This may become a problem when heterogeneous networks are involved. An example is suggested in Figure 1 where the various networks \( T_1, \ldots, T_4 \) may be different types of networks with different protocols.

![Figure 1: An Example of a Heterogeneous Network Environment](image)

Let \( \phi_{ij} \) be the network bandwidth between nodes \( i \) and \( j \), and \( \rho_k^i \) the retrieval time of object \( O_k \) at \( N_k \). We assume that each \( N_k \) achieves any multimedia object's data availability rate. Therefore, if \( t_{curr} \) is the current time, and \( O_1, O_2 \) (stored at \( N_2 \) and \( N_3 \), respectively) are required at \( U_1 \) at time \( t_{curr} + \delta \) for synchronized presentation, then, the following temporal condition must be satisfied:

\[
T = \max(\phi_{12}, \phi_{23}) + \max(\epsilon_2, \epsilon_3) + \max([\phi_{24}], [\phi_{34}]) < \delta \tag{4}
\]

where \( \epsilon_2, \epsilon_3 \) are the times for the requests to get to \( N_2, N_3 \), respectively. Note that concurrent processing at the various nodes is assumed, hence the use of the maximum time for each set of concurrent events.

2.3 Object decomposition

In this section, we present the conditions and criteria for determining the number and sizes of the segments and allocation of each data/object segment to a particular storage device.

2.3.1 Determining storage units

For each object that must be decomposed, the number of Storage Units (SUs) and size of each SU must be determined. An SU is the amount of data that is allocated to a single storage device or site. Table 2 illustrates that the number of SUs depends on the (i) size of an object, (ii) number of usable storage devices, (iii) DAR of an object, and (iv) degree of parallelism, while the size of each SU depends on the (i) bandwidth of the usable storage devices, and (ii) degree of parallelism.

If the object cannot fit in a single storage device, the number of SUs and sizes of SU solely depend on the size of the object and the number of usable storage devices. Suppose an object, \( a \), can be or is optimally allocated to device, \( b \), denoted by \( a \Rightarrow b \), and that there are \( m \) storage devices in a system. Given an object, \( O_i \), we can decompose it into \( n \) object segments such that

\[
\forall j [j = 1 \ldots n] \exists SD_k \text{ such that } O_i^j \Rightarrow SD_k, 1 \leq k \leq m. \tag{5}
\]

If the DAR of the object cannot be satisfied by a single storage device, then the number of SUs depends on the DAR of the object and the bandwidths of the storage devices, while the size of each SU depends on the bandwidth of the target storage device. The criteria are that (1) no storage device should be required to retrieve an amount of data, per unit time, that is greater than its bandwidth; and, (2) the cumulative bandwidths of the applicable storage devices must be as large as the DAR. Therefore, given \( O_i \) we can decompose it into \( n \) segments \( (n \leq m) \) such that

\[
\forall j [j = 1 \ldots n] \exists SD_k \text{ such that } BW(SD_k) \geq DAR_i^j \text{ and } O_i^j \Rightarrow SD_k
\]
and $\sum_{k=1}^{n} BW(SD_k) \geq DAR_i$ \hfill (6)

In a homogeneous storage device environment, we can simply determine $n$ as

$$n = \frac{DAR_i}{BW(SD_1)} \hfill (7)$$

However, for the remainder of this section we focus on a heterogeneous (storage device) environment. In this type of environment where the storage devices may have different bandwidths, there are usually many decomposition alternatives. There is, therefore, the need to impose some constraints on permissible decompositions. A number of factors such as homogeneity of objects, the device types, and the number of each device type available may influence allowable decomposition alternatives. We describe our heterogeneous decomposition algorithm with an example.

Consider a heterogeneous environment with eight storage devices $SD_1$ to $SD_8$. We group all identical devices into a storage device group ($SDG$), yielding (for our example), the following three groups:

- $SDG_1 = \{SD_1, SD_2, SD_3\}$
- $SDG_2 = \{SD_4, SD_5\}$
- $SDG_3 = \{SD_6, SD_7, SD_8\}$

The storage set ($ss$) of an object is the set of the numbers of storage devices needed to achieve the object’s DAR. Given a heterogeneous environment, multiple storage sets are possible. Therefore, the size of an object’s storage set is bounded by $2^w - 1$, where $w$ is the number of different device storage groups, and hence different bandwidth values for the storage devices in the system. For our working example with $w = 3$, the size of the storage set = 7. Formally, $ss_k = \{y_1, y_2, \ldots \}$ is the $k$th storage set of an object, and $y_k$ is the number of storage devices from storage device group $i$ ($SDG_i$) needed to satisfy the DAR of the object.

We enumerate below key aspects of our decomposition algorithm.

1. Given a storage set, every device group that belongs to the set must have at least a device in the set. In other words, a storage set cannot have a member with zero participation.

2. Given a storage set, we wish to minimize the amount of data transferred by the devices in each group with the constraint that the DAR is satisfied.

3. Given that the DAR of an object has been met, the amount of data retrieved should not exceed what required to satisfy the DAR by an amount greater than the amount of data contributed by any of the devices – in that event we could do without the device.

4. The storage device groups ($SDG$s) are arranged in order of decreasing bandwidth. Thus to satisfy a given DAR, the number of devices required are by implication arranged in increasing numerical order.

5. A storage set cannot have a device group that contains more than the available number of devices in the group.

6. A storage set is valid if removing any member of a storage device group causes any of the preceding minimization rules to be violated.

For example, given $DAR_i$, and $ss_k = \{y_1, y_2, y_3\}$, the following conditions must hold:

1. $BW(SDG_1) > BW(SDG_2) > BW(SDG_3)$,
2. $[y_1BW(SDG_1) + y_2BW(SDG_2) + y_3BW(SDG_3)] \geq DAR_i$,
3. $y_1 \leq y_2 \leq y_3$.

If any of the conditions above is violated, then the corresponding storage set is invalid. The above conditions are enshrusted in the following integer linear programming problem:

$$y_1BW(SDG_1) + y_2BW(SDG_2) + y_3BW(SDG_3) \geq DAR_i, \hfill (8)$$

An $ss_k$ with $|ss_k| = g$ is acceptable if

1. $\sum_{i=1}^{g} y_i \leq m_i$, and
2. $\forall j \ [j = 1 \ldots g] \ y_i \leq |SDG_j|$

where $SDG_j$ is the set of homogeneous storage devices: $\{SD_1, \ldots, SD_h\}$ for some $h$.

For example, consider an object of size $120\text{KB}$ and bandwidth requirement of $60\text{KB/s}$. Given that $SDG_1 = \{SD_1, SD_2, SD_3\}$, $SDG_2 = \{SD_4, SD_5\}$, $SDG_3 = \{SD_6, SD_7, SD_8\}$, $BW(SDG_1) = 30\text{KB/s}$ (i.e. the bandwidth of each of the devices in the group), $BW(SDG_2) = 20\text{KB/s}$, and $BW(SDG_3) = 10\text{KB/s}$.

Since there are three storage device groups ($w = 3$), there are $3^3 - 1$ or 7 possible permutations of groups of storage devices numbered $ss_1, \ldots, ss_7$. These are respectively, $\{SDG_1\}, \{SDG_2\}, \{SDG_3\}$, $\{SDG_1, SDG_2\}, \{SDG_1, SDG_3\}, \{SDG_2, SDG_3\}$, and $\{SDG_1, SDG_2, SDG_3\}$. The possible storage sets are:

- $ss_1 = \{2\}$: any two of the three devices from $SDG_1$.
- $ss_2 = \{3\}$: three devices from $SDG_2$. 

371
• $\text{ss}_3 = \{6\}$: six devices from $SDG_3$.
• $\text{ss}_4 = \{1, 2\}$: one device from $SDG_1$ and two from $SDG_2$.
• $\text{ss}_5 = \{1, 3\}$: one device from $SDG_1$ and three from $SDG_3$.
• $\text{ss}_6 = \{2, 2\}$: two devices from $SDG_2$ and two from $SDG_3$.
• $\text{ss}_7 = \{1, 1, 1\}$: one from each of the groups.

Obviously, $\text{ss}_2$, and $\text{ss}_3$ are invalid. Each requires more than the number of available devices. Furthermore, without the constraints discussed above, it is evident that given $\{SDG_2, SDG_3\}$, the storage sets $\{3, 0\}, \{1, 4\}, \{0, 6\}, \{2, 3\}, \text{and} \{1, 5\}$ can achieve the I/O or display requirements. However, applying the constraints limits the option to $\{2, 2\}$. $\{3, 0\}, \{0, 6\}$ violate the zero membership constraint, $\{1, 4\}, \{1, 5\}$ require more than the available number of devices in $SDG_3$, and $\{2, 3\}$ uses one unit from $SDG_3$ that is unnecessary. If none of the storage sets of an object is acceptable, then we cannot allocate the object. In the case where an object is decomposed for parallel processing, an additional constraint is that the degree of parallelism (dp) must equal the number of SU's.

2.3.2 Allocating storage units

After the storage devices have been determined, there is often the need to make judicious choices of the specific devices that would be used in a storage set. Although a detailed treatment of the factors that influence these choices cannot be undertaken here (see [9]), one important requirement for storing an object in a storage device is the availability of contiguous space to accommodate the object. In some conventional techniques, an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. Some techniques for increasing system performance by minimizing I/O latencies, require that object be contiguously allocated at some optimally determined locations in the storage device.

In the remainder of this paper, we return to the more common case of homogeneous storage device environment. First we briefly describe the RAID technique which has become the acceptable method of storing an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. In some conventional techniques, an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. Some techniques for increasing system performance by minimizing I/O latencies, require that object be contiguously allocated at some optimally determined locations in the storage device.

In the remainder of this paper, we return to the more common case of homogeneous storage device environment. First we briefly describe the RAID technique which has become the acceptable method of storing an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. Some techniques for increasing system performance by minimizing I/O latencies, require that object be contiguously allocated at some optimally determined locations in the storage device.

In the remainder of this paper, we return to the more common case of homogeneous storage device environment. First we briefly describe the RAID technique which has become the acceptable method of storing an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. Some techniques for increasing system performance by minimizing I/O latencies, require that object be contiguously allocated at some optimally determined locations in the storage device.

In the remainder of this paper, we return to the more common case of homogeneous storage device environment. First we briefly describe the RAID technique which has become the acceptable method of storing an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. Some techniques for increasing system performance by minimizing I/O latencies, require that object be contiguously allocated at some optimally determined locations in the storage device.

In the remainder of this paper, we return to the more common case of homogeneous storage device environment. First we briefly describe the RAID technique which has become the acceptable method of storing an object may be fragmented into blocks of static or variable sizes and stored in different locations in storage device wherever space is available. Some techniques for increasing system performance by minimizing I/O latencies, require that object be contiguously allocated at some optimally determined locations in the storage device.
* Sequence Variation Scheme (SVS): In this technique, the sequence of frame display, and hence the sequence of data retrieval and transmission from the server, is varied. The display rate at the client side is unaltered.

There are three disadvantages of the RVS implementation for \( ff \) and \( rw \) [2]. These include (1) Increased network and storage bandwidth requirement since the data rate is increased; (2) Increased data handling requirement for real-time decoders which may be unable to handle the increased throughput they now face; and (3) Increased buffer requirement at the client since the arrival rate of data has increased.

Because of these drawbacks, the SVS implementation appears to be the preferred alternative. However, as noted in [2], scheduling for \( ff \) is problematic with the SVS approach. Consider a system with storage nodes \( D = 6 \) and a \( ff \) implementation that skips alternate frames. In normal playout, the frame sequence is \( \{0, 1, 2, 3, 5, 6, \ldots \} \), whereas for the \( ff \) the same sequence is \( \{0, 2, 4, 6, 8, 10, \ldots \} \). If data layout is simple round robin (modulo \( D \)) algorithm, then the set of nodes visited during normal playout is \( \{0, 1, 2, 3, 4, 5, \ldots \} \), whereas in \( ff \) mode the nodes visited are \( \{0, 2, 4, 0, 2, 4, \ldots \} \). There are two problems with this simple example. First, the stream control alters the sequence of node-visits from the normal linear (modulo \( D \)) sequence. Second, it creates “hot-spots” and in turn requires bandwidth to be reserved at each node to deal with the overloads.

To address this problem a number of data layout algorithms have been suggested. In [8] the prime round robin (PRR) layout policy was introduced. The PRR uses arbitrary number of disks \( N \) with uniform load balance for fast retrievals as well as display and slow retrievals, but the rounding distance is the biggest prime number \( N_p \) less than or equal to \( N \). Using their model, the \( j \)th segment of the \( i \)th object would be stored in disk \( k \) of \( N \), where \( k \) is given by

\[
k = \begin{cases} \left( \frac{(\alpha + j \mod (N - N_p + 1)) \mod N}{\alpha + N - N_p + (j \mod N_p)} \right) \mod N & \text{if } j = c N_p \\ \left( \frac{(\alpha + j \mod (N - N_p + 1)) \mod N}{\alpha + N - N_p + (j \mod N_p)} \right) \mod N & \text{otherwise} \end{cases}
\]

where \( \alpha = (N - N_p + 1) \times i \).

PRR allows fast retrieval as well as play at any speed \( s \neq cN \) to access \( N \) distinct disks provided \( N \) is prime. There are, however, a number of problems with the PRR algorithm. First, it is wasteful of disk space. For example, an installation that has an array of 10 disks uses only 7 of them to store a stripe (since 7 is the greatest prime number less than or equal to 10). This is a 30% underutilization of available storage and also a 30% decrease in parallel I/O transfers. Second, it complicates the parity placement algorithm and in some cases causes the parity disk(s) to become a performance bottleneck. As an example, consider a PRR placement scheme with \( N = 6 \) and \( N_p = 5 \). Although this choice minimizes space overhead (it does not incur additional space overhead besides the parity disk associated with the RAID scheme), it has some implications for parity placement. Using the PRR placement algorithm, we show in Table 3 the placement of the segments of three multimedia objects in the disk array. Table 4 shows the placement of the segments of one large multimedia object in the disk array. The parity for each stripe is indicated by \( P \) in the tables.

<table>
<thead>
<tr>
<th>Obj#</th>
<th>Object Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>d0  d1  d2  d3  d4  d5</td>
</tr>
<tr>
<td>0</td>
<td>0    1    2    3    4    5</td>
</tr>
<tr>
<td>1</td>
<td>P    11   12   13   14   15</td>
</tr>
<tr>
<td>2</td>
<td>3    4    0    P    1    2</td>
</tr>
<tr>
<td>3</td>
<td>8    9    P    5    6    7</td>
</tr>
<tr>
<td>4</td>
<td>1    11   12   13   14   15</td>
</tr>
<tr>
<td>5</td>
<td>10   11   12   13   14   15</td>
</tr>
<tr>
<td>6</td>
<td>27   28   29   P    26   25</td>
</tr>
</tbody>
</table>

Table 3: Placement of Segments of Three Objects Across 6 Disks Using PRR Algorithm. Each row is a stripe, and P is parity for a stripe.

A look at the tables will reveal the problems with PRR. Observe from Table 3 that for each object, the parity is not evenly distributed across the disk array. Note that the parity of all segments of a single object map to only two disks. For example the parity for all the segments of Object 0 map to only disks 0 and 1, the parity for Object 1 to only disks 2 and 3. The pattern starts to repeat when we get to Object 3 (not shown). In fact, in the case of a single large object, all the parity blocks map to only two disks (see Table 4). This could present serious problems if updates are allowed since the parity disks would become a bottleneck.

4 Load Balancing, Fault Tolerance and Data Layout Algorithms

A number of multimedia data layout schemes were defined in [2]. Two of these are the Distributed Cyclic Layout (DCL) and the Staggered Distributed Cyclic Layout (SDCL). Table 5 shows an example. These are, essentially different forms of disk striping [13], and while they increase the I/O throughput of multimedia systems, they provide no fault tolerance. We note that DCL is basically analogous to the modulo \( D \) algorithm (D is number of disks in array), while SDCL is a slightly modified version of DCL where data placement for the next stripe starts at disk \( k + s \) modulo \( D \) given that the current stripe starts at disk \( k \). \( s \) is the stagger distance. In Table 5, \( s = 1 \). SDCL is also similar to staggered striping introduced in [1]. The starting block in each stripe is shown in bold in Table 5.
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Table 4: Placement of Segments of a Single Large Object Across 6 Disks Using PRR Algorithm. Each row is a stripe, and P is parity for a stripe.

<table>
<thead>
<tr>
<th>Obj#</th>
<th>d0</th>
<th>d1</th>
<th>d2</th>
<th>d3</th>
<th>d4</th>
<th>d5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>P</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>P</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>P</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>P</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>P</td>
<td>41</td>
<td>42</td>
<td>43</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>46</td>
<td>47</td>
<td>48</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>P</td>
<td>51</td>
<td>52</td>
<td>53</td>
<td>54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>56</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>P</td>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>P</td>
<td>71</td>
<td>72</td>
<td>73</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>P</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>86</td>
<td>87</td>
<td>88</td>
<td>89</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: DCL and SDCL Placement Schemes

<table>
<thead>
<tr>
<th>Type of Layout</th>
<th>Object Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCL</td>
<td>d0  d1  d2  d3  d4  d5</td>
</tr>
<tr>
<td></td>
<td>0    1    2    3    4    5</td>
</tr>
<tr>
<td></td>
<td>6    7    8    9    10   11</td>
</tr>
<tr>
<td></td>
<td>12   13   14   15   16   17</td>
</tr>
<tr>
<td></td>
<td>18   19   20   21   22   23</td>
</tr>
<tr>
<td></td>
<td>24   25   26   27   28   29</td>
</tr>
<tr>
<td></td>
<td>30   31   32   33   34   35</td>
</tr>
<tr>
<td></td>
<td>36   37   38   39   40   41</td>
</tr>
<tr>
<td></td>
<td>42   43   44   45   46   47</td>
</tr>
<tr>
<td>SDCL</td>
<td>0    1    2    3    4    5</td>
</tr>
<tr>
<td></td>
<td>6    7    8    9    10   11</td>
</tr>
<tr>
<td></td>
<td>12   13   14   15   16   17</td>
</tr>
<tr>
<td></td>
<td>18   19   20   21   22   23</td>
</tr>
<tr>
<td></td>
<td>24   25   26   27   28   29</td>
</tr>
<tr>
<td></td>
<td>30   31   32   33   34   35</td>
</tr>
<tr>
<td></td>
<td>36   37   38   39   40   41</td>
</tr>
<tr>
<td></td>
<td>42   43   44   45   46   47</td>
</tr>
</tbody>
</table>

Table 6: Staggered RAID

<table>
<thead>
<tr>
<th>Type of Layout</th>
<th>Object Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAID5 + SDCL</td>
<td>d0  d1  d2  d3  d4  d5  d6</td>
</tr>
<tr>
<td></td>
<td>P    0    1    2    3    4    5</td>
</tr>
<tr>
<td></td>
<td>11   P    6    7    8    9    10</td>
</tr>
<tr>
<td></td>
<td>16   17   P    12   13   14   15</td>
</tr>
<tr>
<td></td>
<td>21   22   23   P    18   19   20</td>
</tr>
<tr>
<td></td>
<td>26   27   28   29   P    24   25</td>
</tr>
<tr>
<td></td>
<td>31   32   33   34   35   P    30</td>
</tr>
<tr>
<td></td>
<td>36   37   38   39   40   41   P</td>
</tr>
<tr>
<td></td>
<td>42   43   44   45   46   47</td>
</tr>
</tbody>
</table>

The problem with the DCL and SDCL schemes is that they provide no fault tolerance even to a single disk failure. In the prime round robin (PRR) algorithm it was possible to store the parity of a stripe in one of the unused disks in the group – even though as already noted, the parity data so stored was not evenly spread over all the disks as suggested in the RAID5 architecture. However, in the DCL and SDCL schemes there are no unused disks, hence a parity disk must be added to the schemes.

For the DCL algorithm, since every stripe starts from the same disk – disk 0 in Table 5, a disk dedicated entirely for parity must be added. Such a scheme is analogous to what was described as RAID level 4 in [12] and presents performance problems since the parity disk becomes a bottleneck during updates.

However, it is rather straightforward to add a parity disk to the SDCL scheme. Table 6 is an example. We refer to this scheme combining SDCL and RAID5 as

factor of D, then the set of nodes from which D frames are retrieved is load-balanced. For example, if D = 16, SDCL will produce load-balanced node sets for d_f = 2, 4, 8, 16.
Staggered RAID. The example in Table 6 has a stagger distance \( s = 1 \). Note that the parity in a current stripe is placed in disk \((k + 1) \text{ modulo } D\) where the parity in the preceding stripe is in disk \(k\) and there are \(D\) disks in the array. The location of the first (pivot) block (frame) in each stripe is similarly determined.

The Staggered RAID architecture provides fault tolerance for a single disk failure. Moreover, unlike the PRR scheme where the parity blocks are likely to be unevenly placed in all the disks in the array, the parity blocks (frames) in the Staggered RAID scheme are evenly spread over the entire disks in the array. With respect to load balance, the Staggered RAID provides load balance like the underlying SDCL algorithm. However, to compute the fast forward (rewind) distances over which load balance would be maintained, the number of disks \(D\) must be taken as the total number of disks minus one (the parity disk).

For example, from Table 6 if we recognize that \( D = 6 \), it is straightforward to verify that load-balanced node sets for retrieving \(D\) frames will be produced for \(d_f = 2, 3\) (the factors of 6). Assume we wish to use the SVS scheme to perform fast forward starting with frame 0. For \(d_f = 2\) the first \(D\) frames retrieved would be \(\{0, 2, 4, 6, 8, 10\}\), and these would require access to nodes \(\{1, 3, 5, 2, 4, 6\}\). Similarly for \(d_f = 3\), the first \(D\) frames would be \(\{0, 3, 6, 9, 12, 15\}\) requiring access to nodes \(\{1, 4, 5, 2, 3, 6\}\).

5 Conclusions

In this paper, we have discussed and proposed efficient strategies and techniques for the allocation of multimedia objects in heterogeneous and homogeneous storage device environments. An optimal allocation of objects is important for maintaining multimedia system performance. In the presence of non-decomposable data, the size of an object is the primary parameter for determining its allocation for optimization. In the presence of multimedia information systems and objects, it has become necessary to account for the many properties of these objects. We outlined criteria for decomposing objects for distributed and parallel retrievability. We also discussed performance consequences of some data layout schemes. It was noted that a number of data layout schemes addressed the issues of performance and fault tolerance in isolation. We introduced Staggered RAID - a novel architecture that provides fault tolerance like the RAID5 scheme and at the same time provides load balancing features supported by the Staggered Distributed Cyclic Layout (SDCL) technique.

References


