Abstract

In an earlier paper, we designed a similarity based video retrieval system. Queries are specified in a language called Hierarchical Temporal Language (HTL). In this paper, we present several extensions of the HTL language. These extensions include queries that can have the negation operator and any other logical and temporal operators such as disjunction. Efficient algorithms for processing queries in the extended language are also presented.

1 Introduction

Multimedia information systems have received much interest in recent years. It is expected that a major part of image data such systems handle will be composed of video. The issue of how to retrieve the desired videos will be of practical importance. There has been some earlier work on modeling video data and specifying video queries [4, 5, 6, 9, 10, 19, 3, 12]. Most of them use exact matching for retrieval purposes. An important characteristic of our video retrieval system is that retrieval is similarity based, which is generally accepted as more appropriate for retrieval from multimedia databases than that based on exact matching. A major part of our system consists of methods for similarity based retrieval that are built on top of an existing picture retrieval system (described in [1, 2, 15, 16, 17]). In [18], we presented a hierarchical model for video databases, a Hierarchical Temporal Language (HTL) for specifying queries and efficient algorithms for various important subclasses of formulas of HTL. In this paper, we present a number of non-trivial improvements and extended the system so that it can process a wider class of HTL formulas.

The main contributions of this paper are as follows.

- Extensions to the Hierarchical Temporal Language.

- A more general efficient algorithm for processing HTL formulas involving any logical or temporal operator but not negation.

- An efficient algorithm for processing HTL formulas with negations.

Our paper is organized as follows. Section 2 gives a brief review of the Hierarchical Temporal Language and the processing of HTL formulas. We show in section 3 how to modify our algorithm presented in [18] to become general enough to process all HTL formulas that have existential quantifiers but not negations. For formulas involving negations, their processing is discussed in section 4. Concluding remarks are given in section 5.

2 Review

The meta-data for the videos is represented using a hierarchical model. In this model, a single video is arranged into various levels. Each level consists of a temporally ordered sequence of video segments which is a decomposition of video segments at the next higher level. At the top level we simply have a single video segment representing the whole video. At the next level this video may be decomposed into a sequence of sub-plots, and each sub-plot may be further decomposed into a sequence of scenes at a lower level; at a still lower level, each scene may be decomposed into a sequence of shots. At the lowest level each shot is a sequence of frames. Meta-data is associated with each video segment at each level in the above hierarchy. The meta-data contains information about the objects in the video segments, their properties and the relationships among them.

The query language of our system is called Hierarchical Temporal Language (HTL). It is an extension of classical temporal logic of [11] and Future Temporal Logic [14]. This language uses the classical temporal operators to specify properties of video sequences (i.e. the temporal properties). In the following, we give some examples of operators in our HTL query language which we shall refer to in subsequent sections. Two of these examples, FOLLOWED BY and OR, were not described in [18].

- \( f = g \text{ UNTIL} h \): \( f \) is satisfied at video segment \( u \) if there is a video segment \( u' \) which is the same as \( u \) or which appears after \( u \) such that \( h \) is satisfied at \( u' \) and \( g \) is satisfied at all video segments between \( u \) and \( u' \) with a minimum threshold value.

- \( f = g \text{ FOLLOWED BY} h \): Formula \( f \) is satisfied at a segment \( u \) if \( g \) is satisfied at \( u \).
and $h$ is satisfied at some segment which occurs after $u$.

- $f = g \lor h$ : $f$ is satisfied at a video segment $u$, if either $g$ is satisfied at $u$ or $h$ is satisfied at $u$.

Let $f = \exists X_1 X_2 \ldots X_n \ g(X_1, \ldots, X_n)$ be a formula with existential quantifiers. An evaluation $\rho$ for $f$ is a function that assigns values to the object variables $X_1, X_2, \ldots, X_n$; for example, $X_1 = 21, X_2 = 35, \ldots, X_n = 98$ is a possible evaluation, where $X_i$ may denote the ID of some object. The similarity values of $f$ at various video segments with respect to different evaluations are presented in a similarity table. This table is formed by inductively computing a similarity table for each subformula $h$ of $f$. If subformula $h$ has $k$ object variables appearing free in it, the similarity table for $h$ will have $k + 1$ columns. The first $k$ column names will be the names of the free variables appearing in $h$ and the $(k + 1)$st column will be a similarity list, which is a list of pairs giving the similarity values in different intervals of video segments. In each tuple, the values of the first $k$ columns give an evaluation $\rho$ for the formula, and the value of the last column is a similarity list denoting the similarity value of $h$ at various video segments with respect to $\rho$. The following is an example of a similarity table $T$ for the formula $\exists X_1 X_2 h(X_1, X_2)$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

Each entry in a similarity list in the last column of $T$ is a pair $[(u_1, u_2), (a, m)]$, where the interval $[u_1, u_2]$ denotes a range of segments between $u_1$ and $u_2$ inclusive, $a$ is the actual similarity and $m$ is the maximum similarity.

The similarity table for a subformula $h$ of $f$ is inductively computed as follows. If $h$ is non-temporal, then the table for $h$ is computed using the approach given in [1]. When $h = h' \lor h''$, where $\lor$ is a logical operator or a temporal operator, the similarity table $T$ for $h$ is computed in the following manner. Suppose the similarity tables for $h'$ and $h''$ are $T'$ and $T''$ respectively and the number of free variables in $h'$, $h''$ and $h$ is $k', k''$ and $k$ respectively. The values in the first $k$ columns of $T$ are obtained by making a join of the first $k'$ columns of $T'$ with the first $k''$ columns of $T''$ where the join condition is the equality condition for the common column (i.e. variable) names. Let $t'$ and $t''$ be tuples of $T'$ and $T''$ respectively. Suppose the first $k$ columns of tuple $t$ of $T$ are obtained by joining $t'$ and $t''$. Then, the $(k + 1)$st column value of $t$ is obtained by combining the lists $L'$ and $L''$ using the algorithm for the $\lor$ operator, where $L'$ and $L''$ are the lists in the last column of $t'$ and $t''$ respectively.

Example 1 Let $f = \exists X_1 X_2 X_3 X_4 g(X_1, X_2)$ FOLLOWED BY $h(X_3, X_4)$. Let $T_1$ and $T_2$, the similarity tables for subformulas $g$ and $h$ respectively, be given as follows.

$$
T_1 \begin{array}{c|c|c}
X_1 & X_2 & \hline
11 & 3 & ([2, 7], (8, 10)) \ (18, 20), (2, 10)) \\
5 & 6 & ([10, 15], (7, 10)) \\
\end{array}
$$

$$
T_2 \begin{array}{c|c|c|c}
X_2 & X_3 & X_4 & \hline
9 & 9 & 23 & ([3, 8], (7, 15)) \\
\end{array}
$$

Suppose $T$ is the similarity table for $f$. In column $X_2$, the value of the first tuple in $T_1$ is the same as the value of the tuple in $T_2$. These two tuples are joined to form a tuple $t$ for $T$. The similarity list of $t$, formed by using the algorithm for the temporal operator FOLLOWED BY, is $([2, 7], (7, 10))$. As the second tuple in $T_1$ and the tuple in $T_2$ have different values in column $X_2$, these two tuples are not joined. Hence, the similarity table $T$ is

$$
T \begin{array}{c|c|c|c|c}
X_1 & X_2 & X_3 & X_4 & \hline
11 & 3 & 9 & 23 & ([2, 7], (7, 10)) \\
\end{array}
$$

3 Processing of HTL Formulas Without Negations

Suppose the operator in the formula of example 1 is not FOLLOWED BY, but some other logical or temporal operator $\lor$. That is, $f = \exists X_1 X_2 X_3 X_4 g(X_1, X_2) \lor h(X_3, X_4)$. Consider any video segment $u \in [10, 15]$. From table $T_1$ of example 1, with respect to the evaluation $X_1 = 5$ and $X_2 = 6$, the similarity of $g$ at $u$ is greater than 0. As there is no tuple in $T_2$ which has value 6 in column $X_2$, the similarity of $h$ at any segment, in particular segment $u$, with respect to any evaluation $\rho$ in which $X_2 = 6$, must be 0. Note that for some operator $\lor$, such as the disjunction operator "OR", it is reasonable that the similarity of $f$ at $u$ is greater than 0 even if $h(X_3, X_4)$ is not satisfied at $u$. That is, with respect to any evaluation $\rho$ in which $X_1 = 5$ and $X_2 = 6$, no matter what values $X_3$ and $X_4$ are assigned by $\rho$, the similarity of $f$ at $u$ is also greater than 0. Let $N_{X_3}$ and $N_{X_4}$ be the number of possible values of $X_3$ and $X_4$ respectively. Clearly, the number of different evaluations, in which $X_1 = 5$ and $X_2 = 6$ (or any other possible values), is the product $N_{X_3} \times N_{X_4}$; and the total number of different evaluations with respect to which formula $f$ has non-zero similarity at some segment may be very large. A straightforward algorithm forms for the similarity table of $f$ a tuple for each evaluation with respect to which $f$ is satisfied at some segment. The number of possible evaluations such an algorithm need to consider in this case is $O(N_{X_1} N_{X_2} N_{X_3} N_{X_4})$. For a more complex HTL formula, the number of evaluations we need to consider could be extremely huge; and the execution of a straightforward algorithm may take an unreasonable length of time. For formulas that have negations, the problem is similar but only more severe. In this section, we show how this problem can be solved for HTL formulas without negations. For the case when negations are involved, the problem and its solution are addressed in the next section.
Note that with respect to an evaluation \( \rho \), if a formula \( \theta \) is not satisfied at all video segments (i.e. has similarity \( \theta \) at any segment \( i \)), \( \rho \) is normally not represented by any tuple in the similarity table for \( \theta \). As we indicated above, for some binary operator \( op \) (e.g. the disjunction operator "\( OR \)"), with respect to an evaluation \( \rho \), the similarity of \( g \; op \; h \) may be non-zero at a video segment \( u \) even if one of its operands is not satisfied at any segment with respect to \( \rho \). For such an operator, if the construction, described in the previous section or in [18], of a similarity table for \( g \; op \; h \) is to work correctly, we must include in the similarity table for \( g \) \((h)\) tuples to represent those evaluations with respect to each of which \( g \) \((h)\) is not satisfied at all segments. However, as we showed in the previous paragraph, there may be a lot of such evaluations. If we include one tuple for each of these evaluations, the resulting table may be very large. For more complex (sub)formulas, their similarity tables may become unmanageable. To handle this situation, we introduce a notation \( * \) to represent the set of all possible values of an object variable. For a collection of object variables \( X, Y, Z \), for instance, the assignments \( X = *, Y = 30 \) and \( Z = * \) denote the set of evaluations \( S = \{(X, Y, Z) = (v_X, 30, v_Z) : v_X \in dom(X) \) and \( v_Z \in dom(Z)\} \), where \( dom(W) \) is the set of all possible values of variable \( W \). To represent the set of all evaluations with respect to which \( h \) is not satisfied at any segment, we use a special tuple. This tuple has value \( * \) for each object variable in \( h \) and an empty list in the column for similarity lists. We shall call this a \( *\)-tuple. In example 1, the \( *\)-tuple of \( T_2 \) is \((*, *, *, ( ))\). Note that as \( * \) represents all possible values of an object variable, this \( *\)-tuple represents the set of all possible evaluations. However, we shall use it with the understanding that it represents only those evaluations not represented by any other tuple in the similarity table.

Throughout the following discussion, we refer to all formulas not involving any binary logical or temporal operators as atomic formulas and all other formulas as compound formulas. In the similarity tables for the atomic subformulas, we shall keep the pointers to the similarity lists rather than the actual similarity lists. We assume that distinct tuples of these similarity tables have distinct pointers; and we shall identify the tuples by their pointer values. In forming a similarity table \( T \) for a compound subformula \( h \) of a formula \( f \), the similarity lists are not computed immediately. In each tuple of \( T \), we keep the pointers to the similarity lists from which the similarity list of this tuple can be computed. As the similarity list of a \( *\)-tuple is empty, we shall indicate this by assigning the NULL value to its pointer column(s). Note also that in the following, whenever the tuples of a similarity table are referred to, they do not include the \( *\)-tuple unless otherwise stated; and the \( *\)-tuples will not be shown explicitly unless for clarity.

Let \( T_i \) be a similarity table for an atomic formula \( P_i \) and \( I_i \) the column in \( T_i \) for the pointers to similarity lists. Denote by \( obj(P) \) the set of free object variables in formula \( P \). Let \( h \) be a compound formula formed from \( n \) atomic formulas \( P_i \) \((i = 1, \ldots, n)\). The similarity table \( T \) for \( h \) has a column for each object variable in \( \cup_{i=1}^{n} obj(P_i) \) and the columns \( I_1, \ldots, I_n \). Each tuple \( t \) of \( T \) corresponds to a set of evaluations which are represented by the values in the columns corresponding to the object variables in \( \cup_{i=1}^{n} obj(P_i) \). We denote this set of evaluations by \( S_t \). \( I_i \) is either from the set of values in column \( I_i \) of \( T \) or NULL. If \( t.I_i \) equals \( t_i.I_i \) for some tuple \( t_i \) in \( T_i \), then \( t.X \) equals \( t_i.X \) for each \( X \in obj(P_i) \); and at each video segment, the similarity of \( P_i \) with respect to any evaluation in \( S_t \) is the same and is given by the similarity list pointed to by \( t_i.I_i \). If \( t_i.I_i \) is NULL, the formation of tuple \( t \) involved the \( *\)-tuple of table \( T_i \).

**Definition 1** Let \( t' \) and \( t'' \) be two tuples from similarity tables \( T' \) and \( T'' \) respectively. If for every common object variable \( X \), \( t'.X \) and \( t''.X \) have the same value or one of them has the value \( * \), the set of all possible values, we say that \( S_{t'} \) and \( S_{t''} \) are compatible or \( t' \) and \( t'' \) are compatible; we also say that the evaluations of \( S_{t'} \) \((S_{t''})\) are compatible with \( t' \) \((t'')\).

Suppose \( h = h' \; op \; h'' \), where \( op \) is a binary logical or temporal operator. Suppose further that \( h' \) is composed of the atomic subformulas \( P_1, \ldots, P_s \); \( h'' \) composed of \( P_{s+1}, \ldots, P_n \), and none of \( h' \) and \( h'' \) has negations. Let \( T' \) and \( T'' \) be the similarity tables for \( h' \) and \( h'' \) respectively. Tuples are joined based on the equality of the values of the common object variables. Evidently, only compatible tuples can be joined. Let \( r' \in T' \) and \( r'' \in T'' \) be two compatible tuples and \( r \) a tuple resulting from joining \( r' \) and \( r'' \). For a common object variable \( X \), if \( r'.X = r''.X \), it is clear that \( r.X = r'.X \) \((r''.X) \). Suppose one of \( r'.X \) and \( r''.X \), say \( r'.X \), is \( * \) which represents all possible values of \( X \), and \( r''.X = v \) \((\neq *)\). As only the value \( v \) among all the possible values of \( r'.X \) equals \( r''.X \), \( r.X \) takes only the value \( v \), i.e. \( r.X = r''.X \). Thus, in the tuple \( r \), the value for each \( X \in obj(h') \cap obj(h'') \) is given by:

\[
r.X = \begin{cases} r''.X & \text{if } r'.X = r''.X \text{ or } * \\
r'.X & \text{if } r''.X = * \\
\end{cases}
\]

Below, we present an algorithm, \( NON\_NEG\_JOIN() \), for the construction of the similarity table \( T \) for \( h = h' \; op \; h'' \). The first two arguments of \( NON\_NEG\_JOIN(T', T'', op) \) are the similarity tables for \( h' \) and \( h'' \). Step 1 of \( NON\_NEG\_JOIN() \) is essentially the same as that described in [18]. Steps 2 and 3, if necessary, form those tuples representing evaluations with respect to which one of the operands of \( op \) is not satisfied at any video segment.

1. A table \( T \) is formed from tuples obtained by joining compatible tuples from \( T' \) and \( T'' \).

2. If a \( 0 \) similarity value of \( h' \) at all segments may generate a non-zero similarity value for \( h' \; op \; h'' \).
at some segments, then for each \( t' \in T' \), \( t' \) is joined with the \( * \)-tuple of \( T'' \) and the resulting tuple is appended to \( T \).

3. If a 0 similarity value of \( h' \) at all segments may generate a non-zero similarity value for \( h' \) at some segments, then for each \( t'' \in T'' \), \( t'' \) is joined with the \( * \)-tuple of \( T' \) and the resulting tuple is appended to \( T \).

4. Join the \( * \)-tuples of \( T' \) and \( T'' \) to form the \( * \)-tuple of \( T \).

5. Return \( T \).

Let \( n' \) and \( n'' \) be the number of tuples in \( T' \) and \( T'' \) respectively. Let \( A \) be \( \text{obj}(h') \cap \text{obj}(h'') \), the set of common object variables. The projection of \( T'' \) on \( A \) is \( \prod_A T'' \). Let \( W \) = set of distinct tuples in \( \prod_A T'' \). For a tuple \( v \in W \), let \( m_v \) be the number of tuples in \( T' \) each having the same value as \( v.X \) or the \( * \) value in column \( X \) if \( v.X \neq * \) for each \( X \in A; \) and \( n_v \) be the number of tuples in \( T'' \) each having the same value as \( v.X \) in column \( X \) for each \( X \in A \). Then, the number of tuples formed by joining the tuples in \( T' \) with those tuples in \( T'' \) is \( \sum_{v \in W} m_v n_v \). Clearly, the total number of tuples formed in steps 2 and 3 is \( O(n' + n'') \); and step 4 forms just the \( * \)-tuple. Hence, the size of the similarity table for \( h' \) is \( \sum_{v \in W} m_v n_v + O(n' + n'') \).

Using hash join, step 1 of \( \text{NON}_\text{NEG}_\text{JOIN}() \) requires time \( \sum_{v \in W} m_v n_v \). As the total running time of steps 2 and 3 is \( O(n' + n'') \), the time complexity of \( \text{NON}_\text{NEG}_\text{JOIN}() \) is \( O(\sum_{v \in W} m_v n_v + n' + n'') \).

Example 2: The similarity tables for the atomic subformulas \( P_1(X_1, X_2) \), \( P_2(X_3, X_4) \) and \( P_3(X_3, X_4) \) are as follows. The values under the columns \( 1 \), \( 2 \) and \( 3 \): 9, 10, 11, 21 and 15 are pointers to similarity lists.

\[
\begin{array}{c|c|c}
T_1 & X_1 & X_2 \\
\hline
1 & 5 & 9 \\
3 & 8 & 10 \\
\end{array}
\quad
\begin{array}{c|c|c|c}
T_2 & X_2 & X_3 & X_4 \\
\hline
5 & 3 & 11 \\
7 & 2 & 21 \\
\end{array}
\quad
\begin{array}{c|c|c|c}
T_3 & X_3 & X_4 & X_5 \\
\hline
3 & 6 & 15 \\
\end{array}
\]

The similarity table \( T' \) for \( P_1(X_1, X_2) \text{ UNTIL } P_2(X_3, X_4) \) is

\[
\begin{array}{c|c|c|c|c|c|c|c}
X_1 & X_2 & X_3 & X_4 & I_1 & I_2 & I_3 \\
\hline
1 & 5 & 3 & 6 & 9 & 11 & 15 \\
* & 5 & 3 & 6 & \text{NULL} & 11 & 15 \\
* & 7 & 2 & \text{NULL} & 21 & \text{NULL} \\
\end{array}
\]

From our definition of the \text{UNTIL} operator (see section 2), it is clear that if the similarity of \( P_1 \) is zero at all segments (not satisfied at any segment), the similarity of \( P_1 \text{ UNTIL } P_2 \) may be non-zero at some segments (specifically, those segments at which \( P_2 \) is satisfied); if \( P_2 \) is not satisfied at all segments, \( P_1 \text{ UNTIL } P_2 \) cannot be satisfied at any segment. Hence, the tuples of \( T_2 \) are joined with the \( * \)-tuple of \( T_1 \) forming the second and third tuples of \( T' \) while the tuples of table \( T_1 \) are not joined with the \( * \)-tuple of \( T_2 \). The \( * \)-tuple of \( T' \) is \( (*, *, *, \text{NULL}, \text{NULL}) \).

The similarity table \( T \) for \( (P_1(X_1, X_2) \text{ UNTIL } P_2(X_3, X_4)) \text{ OR } P_3(X_3, X_4) \) is

\[
\begin{array}{c|c|c|c|c|c}
X_1 & X_2 & X_3 & X_4 & I_1 & I_2 \\
\hline
* & 5 & 3 & 6 & \text{NULL} & 11 \\
* & 5 & 3 & * & 6 & \text{NULL} \\
* & 7 & 2 & \text{NULL} & 21 & \text{NULL} \\
\end{array}
\]

Since the operator \text{OR} gives a zero similarity at a segment \( u \) only when both of its operands are not satisfied at \( u \), the tuples of \( T' \) and the tuples of \( T_3 \) are joined with the \( * \)-tuple of \( T_1 \) and the \( * \)-tuple of \( T' \) respectively.

The \( * \)-tuple associated with a similarity table \( T \) is a special tuple. It has the value \( * \) for each object variable and \text{NULL} values for the pointer columns. Although it represents the set of all possible evaluations, this \( * \)-tuple, as we mentioned above, is intended to represent only those evaluations not represented by any other tuple of \( T \) (because it may not be practical to enumerate all these evaluations).

Consider a tuple formed from a \( * \)-tuple of a table, say the second tuple \( *, 5, 3, 6, \text{NULL}, 11, 15 \), \( t_2 \), in \( T \) of example 2, which is formed from the \( * \)-tuple of \( T_1 \). The set of evaluations represented by \( t_2 \) is \( \{ (v_{X_1}, 5, 3, 6) : v_{X_1} \in \text{dom}(X_1) \} \), where \( \text{dom}(X_1) \) is the set of all possible values of variable \( X_1 \). As evident from its pointer columns, the other tuples from which \( t_2 \) is formed are the tuple \( 5, 3, 11 \) of \( T_2 \) and \( 3, 6, 15 \) of \( T_3 \), both of which are not \( * \)-tuples. From the \( I_2 \) and \( I_3 \) columns of \( T \), it is clear that there is one other tuple, the first tuple \( t_1 = (1, 5, 3, 6, 9, 11, 15) \) of \( T \), which is also formed from the same tuples of \( T_2 \) and \( T_3 \); the tuple from \( T_1 \) to form \( t_1 \), however, is the tuple \( 1, 5, 9 \), not the \( * \)-tuple. As an evaluation represented by \( (1, 5, 9) \in T_1 \) is not intended to be represented by the \( * \)-tuple of \( T_1 \), it follows that all the evaluations represented by \( t_1 \) are not intended to be represented by \( t_2 \). That is, the evaluation \( (X_1, X_2, X_3, X_4) = (1, 5, 3, 6) \) is not intended to be represented by \( t_2 \). As there are no other tuples of \( T \) which are formed from the same two tuples of \( T_2 \) and \( T_3 \) from which \( t_2 \) is formed, the intended evaluations represented by \( t_2 \) is \( \{ (v_{X_1}, 5, 3, 6) : v_{X_1} \in \text{dom}(X_1) \} \setminus \{ (1, 5, 3, 6) \} \).

From the above discussion, we see that there are two sets of evaluations represented by each tuple \( t \):

- A set of evaluations determined by the values in its variable columns. This set is denoted by \( S_t \). It may contain evaluations not intended to be represented by \( t \). In the above example, \( S_{t_2} = \{ (v_{X_1}, 5, 3, 6) : v_{X_1} \in \text{dom}(X_1) \} \); it contains the evaluation \( (1, 5, 3, 6) \) which is not intended to be represented by \( t_2 \).
- A set of intended evaluations represented by \( t \), obtained by removing from \( S_t \) all evaluations not
intended to be represented by \( t \). We denote this set by \( S^1_t \). This is the set of evaluations actually represented by \( t \). For the second tuple \( t_2 \) of \( T \) in example 2, \( S^1_{t_2} = S_{t_2} = \{(1,5,3,6)\} \).

It should be clear that \( S^1_t \) is always a subset of \( S_t \) and \( S_1 \) and \( S^1_t \) may or may not be equal. Also, if a tuple \( t \) does not have any NULL pointer, it must be that \( S^1_t = S_t \).

Once the similarity table \( T \) for a formula \( f \) has been formed, we then compute the similarity list for each tuple of \( T \). Let \( P_t \) be the set of non-NULL pointer values of tuple \( t \). Consider the first tuple \( t_1 \) of \( T \) in example 2. \( P_{t_1} = \{9,11,15\} \). The similarity list of \( t_1 \) will be computed from the three similarity lists pointed to by 9, 11 and 15 using the parse tree for the formula of example 2 and the algorithms in [18]. Note that the non-NULL pointer set of a tuple can be a subset of the non-NULL pointer set of another tuple. For instance, the non-NULL pointer set of the second tuple \( t_2 \) of \( T \), \( P_{t_2} = \{11,15\} \) is a subset of \( P_{t_1} \). For these tuples, we have the following proposition. (To save space, the proofs of all propositions are omitted.)

**Proposition 1** Let \( r' \) and \( r'' \) be two distinct tuples from the same similarity table. If \( P_{r'} \), the set of non-NULL pointer set of \( r' \), is a subset of \( P_{r''} \), then

- \( S_{r''} \subseteq S_{r'} \); and
- all evaluations represented by \( r'' \) are not intended to be represented by \( r' \), i.e. \( S_{r''} \cap S_{r'}^\prime = \emptyset \).

In the above example, \( P_{t_2} \subseteq P_{t_1} \) (\( t_1 \) and \( t_2 \) being the first two tuples of \( T \) of example 2). Evidently, \( S_{t_1} = \{(1,5,3,6)\} \) is a subset of \( S_{t_2} = \{(v_{X_1},,1,3,6) : v_{X_1} \in \text{dom}(X_1)\} \); and we have shown earlier that all evaluations represented by \( t_1 \) are not intended to be represented by \( t_2 \).

Consider two distinct tuples \( r_1 \) and \( r_2 \) of a similarity table such that \( P_{r_1} \subset P_{r_2} \). Since \( r_1 \) and \( r_2 \) are distinct, \( P_{r_1} \) must be a proper subset of \( P_{r_2} \). There must be a pointer column \( I \), such that \( r_1.I = \text{NULL} \) (\( r_1.I \) points to an empty list) and \( r_2.I \neq \text{NULL} \). Let \( L_1 \) and \( L_2 \) be the similarity lists of \( r_1 \) and \( r_2 \) respectively. As the similarity functions for all the logical and temporal operators (except the negation operator, which we discuss in the next section) are monotonically increasing, the similarity value at any segment \( u \) given by \( L_1 \) cannot be greater than the similarity value at \( u \) according to \( L_2 \). As we want high similarities, the similarity list \( L_1 \) is not of much interest to us. Thus, for the similarity table \( T \) for \( f \), we compute only the similarity lists of those tuples whose non-NULL pointer sets are not proper subsets of any non-NULL pointer sets; the similarity lists of the other tuples will not be computed unless specifically requested by the user. In table \( T \) of example 2, only the non-NULL pointer sets of the first and the fifth tuples are not the subsets of the non-NULL pointer sets of any other tuples. That is, only the similarity lists of these two tuples are needed to find those segments having highest similarity values. These tuples also have an interesting property which is stated in the following proposition.

**Proposition 2** Let \( t \) be a tuple in a similarity table \( T \) and \( P_t \) the set of non-NULL pointers of \( t \). If for every \( r \in T, r \neq t \), \( P_r \) is not a subset of \( P_t \), then all evaluations represented by \( t \) are intended to be represented by \( t \), i.e. \( S^1_t = S_t \).

Consider the fifth tuple \( t_5 \) of \( T \) in example 2. \( P_{t_5} \) is not a subset of any other non-NULL pointer sets, and \( t_5.l_1 \) and \( t_5.l_2 \) are both NULL. It is readily seen that none of the evaluations in \( S_{t_5} = \{(v_{X_1},,1,7,2, v_{X_2}) : v_{X_1} \in \text{dom}(X_1) \text{ and } v_{X_2} \in \text{dom}(X_4)\} \) is compatible with any one of the tuples of \( T_1 \) and \( T_3 \). That is, \( S_{t_5} = S_t^1 \).

We have designed an algorithm to extract all tuples whose similarity lists contain high similarity values (i.e. those tuples whose non-NULL pointer sets are not proper subsets of any non-NULL pointer sets). Because of space limitation, the algorithm is not shown.

4 Processing of HTL Formulas Having Negations

The negation of a formula \( P \) is denoted by \( \neg P \). If the similarity of \( P \) at segment \( u \) is \( (a,m) \), where \( a \) and \( m \) are the actual similarity and maximum similarity respectively, we compute the similarity of \( \neg P \) at \( u \) as \( (m-a,m) \). Suppose the similarity list for \( P \) is \( L = \{((1,5),(3,10)), ((10,30),(8,10))\} \). Note that any segment at which the similarity of \( P \) is 0 is not represented in \( L \), and at such a segment the similarity of \( \neg P \) is maximum according to our computation. Thus, if the set of all video segments is \( [1,30] \), the similarity list \( L^c \) for \( \neg P \) is \( \{((1,5),(7,10)), ((6,9),(10,10)), ((10,30),(2,10))\} \).

Let \( h \) be an atomic formula consisting of object variables but not the negation operator. Let \( T_h \) be the similarity table for \( h \), and \( I \) a column in \( T_h \) under which the pointers to similarity lists are stored. Consider the negation of \( h, \neg h \). Let \( T_h^c \) be the similarity table for \( \neg h \) and \( I^c \) the pointer column of \( T_h^c \). Corresponding to each tuple \( t \in T_h \), we form a tuple \( t^c \) for \( T_h^c \), which represents the same set of evaluations (i.e. \( t.X = t^c.X \) for all \( X \in \text{obj}(h) = \text{obj}(\neg h) \)). The similarity list of \( t^c \) is computed from the similarity list of \( t \) in the same manner as we computed \( L^c \) in the previous paragraph. However, for efficiency, we do not perform this computation until the list is needed. We simply set the value of \( t^c.I^c \) to point to the **same** similarity list of \( t \). That is, \( t^c.I^c = t.I \). Hence, \( t \) and \( t^c \) are equal. In other words, \( T_h^c \) and \( T_h \) have the same tuples. We simply set \( T_h^c \) to point to table \( T_h \) without forming \( T_h^c \) explicitly. This takes constant time. Let \( S \) be the set of all those evaluations not represented by any tuples of \( T_h \). In the previous section, we use a special \(*\)-tuple to represent the evaluations of \( S \). The similarity list of the \(*\)-tuple is empty, indicating that \( h \) is not satisfied at any segment with respect to each evaluation in \( S \). Hence, with respect to each \( p \in S \), the similarity list of \( \neg h \) has maximum similarity for each video segment; we represent such a similarity list.
by a special symbol $U$ and call it a $U$-list. Normally, 
if with respect to an evaluation $\rho$, the similarity of a
formula $f$ is not 0 at some segment, a tuple will be 
formed to represent $\rho$. However, there are too many 
evaluations in $S_r$. To represent each of them by a
tuple in a table is impractical. Furthermore, with re-
spect to each of these evaluations, the similarity at 
each segment is the same. Hence, we choose to re-
present them using a single tuple. Since it represents 
the same set of evaluations as the $*$-tuple of $T_h$, the
variable columns of this tuple are assigned the same
values as those in the corresponding columns of the
*-tuple of $T_h$, i.e. the $*$ values; its pointer column is
assigned the value $U$. As this tuple serves a similar
purpose as the $*$-tuple of $T_h$, namely to represent all
evaluations not represented by any tuple of $T_h$, we call
this the $*$-tuple of $T_h$.

Consider the compound formula $h = h_1 \text{ op } -h_2$, 
where $h_1$ and $h_2$ are atomic formulas, both contain-
ing object variables. Let $T_1$, $T_2$ and $T$ be the simi-
arity tables for $h_1$, $-h_2$ and $h$ respectively; $I_1$ and $I_2$
the pointer columns of $T_1$ and $T_2$ respectively; and $t_1$ and $t_2$ the $*$-tuples of $T_1$ and $T_2$ respectively. The $*$-
tuple of $T$ representing all evaluations not represented
by any tuple of $T$ is formed by joining $t_1$ and $t_2$. Note
that $t_2$, $I_2$ equals $U$, i.e. the similarity list of $h_2$ is
a $U$-list that has maximum similarity value for every
video segment, and the similarity list of $t_1$ is
a NULL-list (i.e. empty). Depending on the binary
operator $\text{ op }$, the resulting similarity list of the $*$-tuple of
$T$ may be a NULL-list, an $U$-list or neither. If the
similarity list is not a NULL-list or an $U$-list, we shall
call it a $M$-list. To indicate what kind of similarity list
the $*$-tuple has, we associate with each similarity table
$T$ a field $\text{Flag}$ and refer to it as $T.\text{Flag}$. Let $L_*$ be the
similarity list of the $*$-tuple of $T$. The possible values
of $T.\text{Flag}$ are

- $N$ - indicating that $L_*$ is the NULL-list (an empty
list);
- $U$ - indicating that $L_*$ is an $U$-list that has
maximum similarity value for every video
segment;
- $M$ - indicating that $L_*$ is a $M$-list (i.e. not a
NULL-list or an $U$-list).

Let $L$ and $L'$ be two similarity lists for formulas
$P$ and $-P$ respectively. Clearly, if $L$ is a $U$-list, then $L'$
is an $U$-list; if $L$ is a NULL-list, then $L'$ is
a NULL-list; and if $L$ is a $M$-list, then $L'$ is also
a $M$-list. Let $T$ and $T'$ be two similarity tables for
formulas $h$ and $-h$ respectively. Thus, the relation
between the values of $T.\text{Flag}$ and $T'.\text{Flag}$ is given by the
following table:

<table>
<thead>
<tr>
<th>$T.\text{Flag}$</th>
<th>$T'.\text{Flag}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>$U$</td>
</tr>
<tr>
<td>$U$</td>
<td>$N$</td>
</tr>
<tr>
<td>$M$</td>
<td>$N$</td>
</tr>
</tbody>
</table>

As before, the similarity lists of a similarity table for
a compound formula are not computed immediately.

Thus, if $h$ is a compound formula, the similarity table
for $-h$ can be obtained from $T$ by simply changing the
Flag field according to the above table.

Let $h = h' \text{ op } h''$, and $T'$ and $T''$ the similarity
tables for $h'$ and $h''$ respectively. When one of the
two operands of $\text{ op }$, say $h'$, consists of the negation
operator, the $*$-tuple of $T'$ may have an $M$-list, $U$-
list or NULL-list. If the similarity list of the $*$-tuple is
not a NULL similarity list, the $*$-tuple of $T''$ needs
to join with every tuple of $T''$ in the construction of
the similarity table for $h$. Thus, we need to modify
the algorithm $\text{NON}_{-}\text{NEG}_{-}\text{JOIN}$(), given in the pre-
vious section, for the construction of the similarity ta-
ble for a compound formula. The modified algorithm,
$\text{GEN}_{-}\text{JOIN}$(), is presented below. Steps 2 and 3 of
$\text{NON}_{-}\text{NEG}_{-}\text{JOIN}$() are changed so that they check
first whether the similarity lists of the $*$-tuples of $T'$ 
and $T''$ are NULL lists or not by examining the $\text{Flag}$
field. We also include a step that determines the $\text{Flag}$
field of the table for $h$ (which takes constant time).
Clearly, $\text{GEN}_{-}\text{JOIN}$() has the same time complex-
ity as $\text{NON}_{-}\text{NEG}_{-}\text{JOIN}$().

$\text{GEN}_{-}\text{JOIN}(T', T'', \text{ op})$

1. A table $T$ is formed from tuples obtained by join-
ing tuples of $T'$ with compatible tuples of $T''$.

2. If $\text{ op } T''.\text{Flag} \neq N$, or
   - $T''.\text{Flag} = N$ and a 0 similarity value of $h''$
at all segments may generate a non-zero simi-
larity value for $h' \text{ op } h''$ at some segments,
then for each $t' \in T'$, $t'$ is joined with the $*$-tuple
of $T''$ and the resulting tuple is appended to $T$.

3. If $\text{ op } T'.\text{Flag} \neq N$, or
   - $T'.\text{Flag} = N$ and a 0 similarity value of $h'$
at all segments may generate a non-zero simi-
larity value for $h' \text{ op } h''$ at some segments,
then for each $t'' \in T''$, $t''$ is joined with the $*$-
tuple of $T'$ and the resulting tuple is appended to $T$.

4. Form the $*$-tuple of $T$ by joining the $*$-tuples of $T'$ 
   and $T''$. Check the operator $\text{ op }$ to deter-
mine whether the similarity list of the $*$-tuple is
a NULL-list, $U$-list or $M$-list, and set $T.\text{Flag}$
to an appropriate value.

5. Return $T$.

Example 3 Let $h(X_1, X_2, X_3, X_4, X_5)$ be the com-
 pound formula $\exists X_1, X_2, X_3, X_4, X_5 \left(\neg P_1(X_1, X_2) \text{ OR } P_3(X_2, X_3) \text{ UNTIL } \neg P_2(X_3, X_4) \text{ FOLLOWED BY } P_4(X_4, X_5)\right)$. $T_{\text{ij}}, T_3, T_2$ and $T_4$, the similarity tables for $\neg P_1$, $P_3$, $\neg P_2$ and $P_4$ respectively, are given as follows:

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$T_{\text{ij}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

$T_{\text{ij}}.\text{Flag} = U$; $*$-tuple = $(*, *, U)$
Table $T_3$

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

$T_3$.Flag = $N$; **-tuple = (*, *, NULL)

Table $T_2$

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>12</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

$T_2$.Flag = $U$; **-tuple = (*, *, $U$)

Table $T_4$

<table>
<thead>
<tr>
<th>$X_4$</th>
<th>$X_5$</th>
<th>$I_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

$T_4$.Flag = $N$; **-tuple = (*, *, NULL)

The similarity table $T''$ for $\neg P_1 \lor P_3$ is

Table $T''$

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>10</td>
<td>1</td>
<td>NULL</td>
</tr>
<tr>
<td>*</td>
<td>15</td>
<td>6</td>
<td>$U$</td>
</tr>
</tbody>
</table>

$T''$.Flag = $M$; **-tuple = (*, *, *, $U$, NULL)

$T''$.Flag = $U$ means that with respect to any evaluation represented by the **-tuple of $T''$, the similarity of $\neg P_1$ at any segment is the maximum similarity. As $T_3$.Flag = $N$, the similarity list of the **-tuple of $T_3$ is empty. According to our similarity function for the disjunction operator OR if at a segment $u$, the similarity of $h_1$ is maximum and the similarity of $h_2$ is 0, the similarity of $h_1$ or $h_2$ at $u$ is neither 0 nor the maximum similarity value. Thus, the similarity list of the **-tuple of $T''$, which is neither a NULL-list nor an $U$-list, is a $M$-list. Hence, $T''$.Flag = $M$.

The similarity table $T'$ of $\neg P_2$ FOLLOWED BY $P_4$ is

Table $T'$

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>12</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>*</td>
<td>12</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>*</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

$T'$.Flag = $M$; **-tuple = (*, *, *, $U$, NULL)

If the second operand $h_2$ of $h_1$ FOLLOWED BY $h_2$ is not satisfied at any segment, $h_1$ FOLLOWED BY $h_2$ cannot be satisfied at any segment. Hence, the **-tuple of $T_2$, which has an empty similarity list, is not joined with the tuples of $T_2''$; and the similarity list of the **-tuple of $T''$, formed by joining the **-tuples of $T_2$ and $T_4$, must also be empty; that is, $T''$.Flag is also $N$.

The similarity table $T$ for $h = (\neg P_1 \lor P_3)$ UNTIL $\neg P_2$ FOLLOWED BY $P_4$ is

Table $T$

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$X_5$</th>
<th>$I_3$</th>
<th>$I_5$</th>
<th>$I_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>10</td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>1</td>
<td>NULL</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>*</td>
<td>12</td>
<td>8</td>
<td>1</td>
<td>NULL</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>*</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>NULL</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>1</td>
<td>NULL</td>
<td>3</td>
</tr>
<tr>
<td>*</td>
<td>15</td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>1</td>
<td>NULL</td>
<td>4</td>
</tr>
<tr>
<td>*</td>
<td>15</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>NULL</td>
<td>5</td>
</tr>
<tr>
<td>*</td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>1</td>
<td>NULL</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>*</td>
<td>12</td>
<td>8</td>
<td>1</td>
<td>NULL</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>*</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>NULL</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

$T$.Flag = $N$; **-tuple = (*, *, *, *, $U$, NULL, $U$, NULL)

Recall that if the similarity of $h_2$ is not satisfied at any segment, $h_1$ UNTIL $h_2$ cannot be satisfied at any segment. As $T''$.Flag = $N$ (i.e. the similarity list of the **-tuple of $T''$ is empty), the value of $T$.Flag must also be $N$.

For tuples of a similarity table for a formula with negations, we have two propositions which are almost identical to propositions 1 and 2 except that the "non-NULL pointers" in these propositions should be changed to "non-NULL and non-$U$ pointers". We state only the one that corresponds to proposition 1 below.

**Proposition 3** Let $r'$ and $r''$ be two distinct tuples from the same similarity table. Let $P_r$ be the set of non-NULL and non-$U$ pointer set of tuple $t$. If $P_r$ is a subset of $P_{r''}$, then

- $S_{r''} \subseteq S_{r'}$; and
- all evaluations represented by $r''$ are not intended to be represented by $r'$, i.e. $S_{r''} \cap S_r$ is empty.

Consider the similarity table $T''$ for the negation of an atomic formula. The similarity list of the **-tuple of $T''$ has maximum similarity values for all video segments, which is indicated by having the value $U$ in the pointer column. Thus, a tuple having more $U$ pointer values is likely to have higher similarity values in its similarity list. However, this also means that more evaluations are not intended to be represented by that tuple and it is even possible that there is no intended evaluation represented by that tuple. Consider the fifth tuple $t_5 = (*, 15, 6, 12, 8, U, 2, U, 4)$ of $T$ in example 3. No tuple in the same table has more $U$ values than $t_5$ does. The set of non-NULL and non-$U$ pointers of $t_5$, $P_{t_5} = \{2, 4\}$, which is a subset of $P_{t_4} = \{2, 3, 4\}$, the set of non-NULL and non-$U$ pointers of $t_4$, the fourth tuple of $T$. Hence, by proposition 3, $S_{t_5}$ is a subset of $S_{t_4}$, the set of evaluations represented by $t_5$. By the same proposition, no evaluation represented by $t_4$ is intended to be represented by $t_5$, i.e. $S_{t_4}$ can only contain evaluations from $S_{t_5} - S_{t_4}$.

As $t_4$ and $t_5$ also have identical values in the variable columns, both $t_4$ and $t_5$ represents the same set of evaluations (i.e. $S_{t_5} = S_{t_4}$). Hence, $S_{t_4} - S_{t_5}$ is empty, which means that $S_{t_5}$ is also empty. Thus, there is no intended evaluation represented by $t_5$ even though its similarity list potentially has high similarity values.

From the above discussion, before we generate the similarity lists for the tuples of a similarity table $T$, we must first search for all tuples for which there are no intended evaluations represented by them and delete them from the table. We have designed an algorithm that identifies all such tuples by computing for each tuple $t$, $S_t$, the number of intended evaluations represented by $t$. We have also developed an algorithm to remove any tuple $t$ in $T$ such that at any video segment $u$, the value in the similarity list of...
is no greater than that in the similarity list of some other tuple in $T$. Because of space limitation, both algorithms are not shown.

5 Conclusion

Although the algorithm in our earlier work can process efficiently several important subclasses of HTL queries involving existential quantifiers [18], there are certain common queries that it is not well-suited to handle. Extensions, involving negation and disjunction, have been made to our HTL query language. We developed efficient algorithms for processing video queries in the extended HTL language; these algorithms are modified from our earlier algorithm. For a formula $f$ that involves existential quantifiers and some common operators, such as disjunction “OR” and negation “¬”, the number of tuples that need to be formed for the similarity table for $f$ by a straightforward algorithm may be prohibitively large. In comparison, the number of tuples formed for $f$ by the modified algorithms is modest and does not depend on the number of possible values the variables in $f$ can have.

Let $h = h' \land h''$ be a subformula of $f$ which involves existential quantifiers. Let $T'$ and $T''$ be the similarity tables of $h'$ and $h''$ respectively. Let $n'$ and $n''$ be the number of tuples in $T'$ and $T''$ respectively. Let $A$ be $\text{obj}(h') \cap \text{obj}(h'')$. The set of common object variables. The projection of $T''$ on $A$ is $\prod_A T''$. Let $W = \text{set of distinct tuples in } \prod_A T''$. For a tuple $v \in W$, let $m_v$ be the number of tuples in $T'$ each having the same value as $v.X$ or * in column $X$ if $v.X \neq *$ for each $X \in A$ (* in column $X$ represents all possible values of $X$); and $n_v$ be the number of tuples $t$ in $T''$ such that $t.X = v.X$ for each $X \in A$. The time of our algorithm to form the similarity table of $h$ is $O\left(\sum_{v \in W} m_v n_v + n' + n''\right) + O(n' + n'')$.

The number of tuples formed for $h$ is $\sum_{v \in W} m_v n_v + n' + n''$.
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