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Abst ract 

An interprocessor communication network for a massively parallel 
multiprocessor system is presented. The network ha.s the advan­
tages of both packet-switching network and circuit-switching net­
work, namely, fast response time for the short messages and high 
transfer rate for long messages, over a wide range of message sizes. 
Higher reliability is also achieved. 

Keywordsz Interprocessor network, Parallel architecture, Trans­
puters, Database machine. 

1 Introduction 

Parallel processing and parallel architecture have become a major 
research trend in computer science. As massive number of inde­
pendent components are used in a system , the data Row between 
the components becomes very heavy. As a result , the interconnec­
tion network becomes a critical part of parallel architecture design. 
Tremendous efforts have been put on this ~rea and many results 
have been reported (9,10,11,19,20,2,7). 

Our recent research on a parallel database waclllne LSDM [l6j 
is an attempt to introduce massively parallel processing power 
into a database system. Database systems require heavily both 
computation power and 1/ 0 capacity. 1/ 0 operation is the bot ­
tieneck in most of the database machines . Many commercial and 
experimental parallel database machines have been built or pro­
posed (21,15,3j. Based on the analysis on the data transfer pat­
tern on the conventional database machines, we try to eliminate 
the 1/ 0 bottleneck by introducing massive number of independent 
secondary storage devices and contention-free I/ 0 channels. The 
configuration of the proposed system is as follows. There are thou­
sands of processors· (called database processors) and thousands of 
secondary storage devices , e.g ., 20 Megabyte disk drives. Each 
processor has its own local memory module and is exclusively con­
nected to a secondary storage device. There is no hardware level 
memory or secondary memory sharing between processors. Each 
processor-memory-rusk module forms a processing unit of the sys­
tem. An inter-processor network is used to connect the units to­
gether. A processor which needs data held by another unit has 
to send request to and receive the data from the unit through the 
network. Analysis (19j has shown that the I/ 0 operations should 
have much less impact on the system under this configuration than 
in the conventional systems. 

Although the system consists of thousands of independent 
units, it is not considered a distributed system because of the 
frequent communication between the units and the requirements 

This rescazch ha.a been supported in part by a grant from the Florida High 
Technology a nd Indust ry Council. 

136-130 363 

on the communication speed. Data is transfered very frequently, 
e.g., several transfers per query. Both bandwidth and response 
time of the network are critical. Due to the nature of the system, 
data flowing through the network varies greatly in size. The con­
trol or synchronization messages between processing units are a 
few bytes long while a large chunk of database data can be hun­
dreds of Kbytes long. While the response time is more critical to 
the short control messages than to the large messages, the trans­
fer rate is more important to the large messages. In other words, 
a network having fast response time for short messages and high 
transfer rate for large messages is required. 

The two types of networks most widely used nowadays are 
the packet-switching network and the circuit-switching network 
(1,9, 16,20,24j . 

The packet -switching network has the advantage of fast re­
sponse time and flexibility of sending messages to any node at any 
time. It is • Hi table for the short messa.ges in o11r system. But. the 
main disadvantage of the packet-switching network is that when 
a large amount of data is sent , the data has to be split into many 
packets in order to fit into the network. The packaging and de­
packaging time is long, and the store-and-forward delay can be 

very long when the packets have to travel through a number of 
nodes in the network . In addition, if there are M messages per 
second paasing through the network and a message h&s to travel 
N nodes on the average, the total number of messages pa.ssing 
through all the channels is N • 1\/, which effectively reduces the 
channel bandwidth by a factor of N. 

On the other hand, the circuit-switching network has the ad­
vantage of sending a large amount of data to a. node at the hard­
ware speed without disturbing other nodes in the system. How­
ever, such networks suffer from the circuit set-up delay time, es­
pecially when short messages are sent. In the situation where not 
very frequent but large size messages are transfered, the circuit­
switching network is a good can<lidate. In addition, a packet­
switching network consisting of only passive switching components 
needs a control network to pass the configuratio~ messages from 
the processing units to some "circuit controllers" which select the 
proper circuit and carry out the circuit set-up operations of the 
network. 

In general, the packet-switching networks favor short messages 
and the circuit-switching networks favor large data sets. In our 
database system, both short messages and large sets of data have 
to be sent frequently. This calls for a compromise between the two 
types of nd·:•orks. 

This paper proposes a new network architecture. For short 
messages, the network works like a pa~ket-switching network; and 
for long messages, the network works like a circuit -switching net­
work. 



2 The proposed network 

2.1 The hardware structure 

The proposed network consists of two main parts: a. circuit ­
switching network which can connect between every pair of pro­
cessors upon demand; and a semi-tree-structured packet-switching 
network which statically connects all the processors. Figure 1 
shows the block structure of the network . Each processor is con­
nected to both networks with one link to each . The database 
processors are t he leaves of the tree. The inner nodes of the tree 
are communication wocessors - To avoid a bottleneck, the "root" 
of the tree is not a. single processor but a small hypercube. In other 
words , instead of a single tree , a group of smaller trees whose roots 
are connected into a hypercube is used. Several nodes of the hy­
percube are connected to the circuit controllers shown on the top 
of the tree. 

At the first glance, the architecture is merely a superficial 
combination of a packet-switching network and a circui t-switching 
network and redundancy is introduced . But the fact is that the 
packet-switching network is just an extension of the control net­
work of a passive circuit-switching network. The difference is that 
in addition to delivering circuit switching control meirsages to the 
circuit controllers, the network now also delivers short data mes­
sages from a database processor to another. 

The circuit controllers are responsible for selecting an available 
route for setting up the circui t, keeping track of the current status 
of the network , maintaining a queue of the connecting requests not 
able to be satisfied for the time being, etc. The circuit controllers 
are also responsible for sending tfle hardware signal to actually set 
up the circuit. Although a group of processors can play the role 
of the circuit controller well , the associative memory is a perfect 

candidate for this job. 

Since it is a tree shaped network, the nodes on the top part 
of the tree will have heavier traffic than the nodes at the lower 
part do, especially the roots of the subtrees. The communication 
capacities of the roots of the subtrees have direct impact on the 
capacity of the entire packet-switching network . We need to cal­
culate the load for the node on the top . Assume that messages 
passing between database proceuors are uniformly distributed, 
i.e. , the probability for a database processor to send a message to 
any other processor is the same for all processors pairs . Let N 
be the number of subtrees in the network; M be the number of 
messages passing through the network in a. second; m 1 be the num­
ber of messages per second which are originated inside the subtree 
and flow out of tbe subtree through the root; m 2 be the number 
of messages per second which are originated outside the subtree 
and flow into the subtree through the root . Then, there are MIN 
messages originated in a subtree, and 1 IN of those meuages are 
sent to the nodes inside the subtree. Therefore, the total number 
of messages flowing out of the subtree is 

m 1 =MIN- (M IN )IN = (1 IN- 1IN') • M 

Similarly, the nodes of a subtree receive in total M IN messages 
per second, and 1 IN of thooe are originated from inside of the 
subtree. Thus, the total number of messages flowing each oecond 
into a subtree is 

m 2 =MIN- (MIN )IN = (1 IN- 1/ N 2
) • M 

When N is relatively large, the right hand sides of the formulas 
are approximately MIN messages per second . In other words , 

M = N • (m 1 + m 2)12 = N • m 

Circuit Control l ers 

....... 
Root of the Tree (A Network ) 

Subtrees 

Circuit-Switching Network 

Figure 1: Network Structure 
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~here m = m 1 = m 2• This gives the relationship between the 
capacity of the roots of the subtrees and the message rate of til. 
system. Note that the data flow pattern is assumed to be uniform. 
In practice, it is often possible to arrange the data stored in the 
system so that the traffic will tend to be heavier within a subtree, 
than between the subtrees. In this case, the system message rate 
can be higher than N • m . Thus, in fact, the uniform distribution 
is a very pessimistic assumption. 

Since the number of subtrees is not large, it is not difficult to 
select a topology to connect the roots of the subtrees together, 
e.g., completely connected graph or hypercube. We have chosen 
the latter. Although the formula above indicates that using more 
subtrees can give a higher system capacity on a given individual 
node capacity, the number of subtrees should not be too large. 
Otherwise, the connections between the roots of the subtrees will 
become a problem itself. A compromise ainst be made here. 

The setup time of the circuit-switching network is the time 
between the moment a database processor sends a request to the 
circuit controllers and the moment it receives the acknowledge­
ment. The time depends on the speed of the tree network and 
the speed of the controllers. ·It should be normally within a few 
milli-seconds for our system. 

2.2 ThePr~ 

As mentioned above, two kinds of messages flow through the 
packet-switching network. The messages for setting up a cir­
cuit are called control messages, and the messages between the 
database ·pro.cessors are called data messages . The control mes­
sages and the data messages have different logical formals as shown 
in Figure 2. When a short message is to be sent , no control mes· 

4, Message-type 1 

Function 
Destination 

t 0 .. 1 
_ngn~a~.~r ---' 

Control MeJJage 

Message· type 
Destination 
Originator 

·M~~~i=l~ngth 
M~s_ajl." ___ _ 

Data AI <JJage 

Figure 2: Message formats of the packet-switching network 

sages are exchanged; only the short message itself is sent to its 
destination through the tree network. The system is arranged in 
such a way that most short messages are between processors in the 
same sub-tree. In our database machine such an arrangement is 
possible since the primary pattern of message exchange is known 
in advance (161. 

When a message is sent into the packet-switching network , each 
communication processor will check the type of the message . If the 
message is .a control message, it will be sent to the communication 
processor 's parent and eventually reach th_e lop of the tree. I{ 

the message is a data message, the communi cation processor will 
check its destination. If the destination node of the message is 
in a subtree of the communication processor, the communication 
processor will send the message down to the subtree. Otherwise, 
the message will be sent to the parent of the communication node. 
Thus , a data message will climb up the tree until it reaches the 
first common ascendent of its originator and destination nodes, 
and then go down the tree until it reaches the destination. 

There are three reasons why the tree network is salisfactory in 
terms of the communication speed . First, only short messages are 
sent through t he tree network . Secondly, since the tree network is 

an acyclic graph, there is no deadlock in the network. Further, it 
.... been proven..that a hypercube with the so-called "fixed routing 

algorithm" is deadlock free [15]. Therefore, deadlock prevention 
overhead is eliminated. Thirdly, smce the processors in the i11ner 
nodes of the tree network are dedicated communication processors, 
the messages are processed very quickly. 

W'ben·a long message needs to be sent, the originating database 
processor . first sends a short control' message up the tree to a 
circuit-controller. Upon receipt of a request for a long message 
transmission, a set of circuit-controllers determine the connection 
path and send hardware signals to set up the circuit. Then, a 
circu.it controller sends a "green light" control message to the long 
message 's originator. Finally, the long message is sent through 
the dedicated circttit at the maximum speed of the hardware. The 
circu.it is released when the circuit-controller receives an end-of­
transmission message from the originator. 

There are two types of messages sent through the circuit: 
switching network, namely, data messages and contingency mes­
sages. The data messages are the normal communication messages 
between the pair of processors whic'lt are currently connected by 
the circuit, and the contingency messages are those to be sent to 
a third processor under abnormal circumstances such as commu­
nication failure in the packet-switching network, or load balance 
between the nodes. Th.e f~a.d .dat&.m.essages and the contin­
ge.,.."fnessag'l!!l ltte ~11\ ~gure 3. 

There is a process on each database processor constantly wait­
ing for messages coming through the circuit-switching network . 
Upon receiving a message, it buffers the message, and then decides 
either to give the message to other processes or pass the message 
to other processors if the message is an contingency message . 

Message-type 
Originator 

Me~sage-length j 
Messa_~e __ _ 

Message-type 
Originator 
Destination 
l:!~s~e~le~gtb · 
Messa~~---

Co ntingency Meuage 

Figure 3: Message formats of the circuit-switching network 

2.3 Reliability 

The network also provides a higher reliability. When a path of 
the circuit-switching network fails, i.e. , a processor finds itself un­
able to send message t hrough "lhe ci rcuit-switching ndwork , long 
messages can be temporarily sent through the packet-switching 
network, or the messages can be sent to a nearby neighbor in 
t he packet-switching network and relayed to the destination by 
the neighbor through the circuit-switching network. Although the 
performance under t hese circumstances will be worse than normal, 
the system can be kept alive until the problem is fixed. On the 
other hand, when a part of the packet-switching network fails, the 
group of processors affected can still respond to the requests com­
ing from other processors through the circuit-switching network . 
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In summary, the network proposed here preserves the ad­
vantages of both the packet-switching networks and the circuit ­
switching networks , while avoiding their disadvantages . Further­
more, higher reliability is also achieved. 



3 Experimental Data 

The experimental system we are currently building consists of a 
number of !NMOS transputers. The configuration under investi· 
ga.tion has 1024 database processors and about 550 communica­
tion processors. The network is being implemented to sup.port a. 
Semantic Binary DBMS [14]. 

The circuit-switching network is a three stage Clos network 
[6,5,4] consisting of 96 !NMOS C004 dynamic reconfigura.ble 
switches. All the communication links are serial links, includ­
ing those in the circuit-switching network and have a. speed of 
20 Mega.ba.ud (effective rate of 0.7 Megabyte per second) . The 
circuit-switching network can provide a. link between any pair of 
database processors. Depending on the dynamic connection se­
quence, the number of pairs which can be linked simultaneously 
varies from 256 (512 processors) to the best base of 512 (all the 
1024 processors). Translated into the data. transfer rate, it is from 
358 Megabytes to 716 Megabytes per second. 

The capacity of the packet-switching network depends on the 
dynamic dataflow pattern . It is estimated that under normal op­
"Tation, among the messages flowing through the network 20% are 
•.nntrol messages and 80% are data messages. The top of the tree 
l!')ves the limit of the message rate . Experiments have shown that 
~ nder an average message size of 100 bytes , messages can flow 
through the top of the tree at a rate 3.6 Megabytes per second . 
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