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Abstract—Patient data can be present in clinical notes, lab
results, genomic data sources, environmental and geospatial data
sources and tissue banks to name a few. A holistic view of
the patient’s health can be achieved when relevant data from
multiple heterogeneous sources are extracted and analyzed in a
personalized manner. Moreover, comparative analysis of patients
can be performed when multiple patient records are viewed
across these heterogeneous data sources. To address this need, we
propose clinico-genomic data analytics to enhance personalized
medicine treatment decisions using heterogeneous, high dimen-
sional, sparse and massive datasets. We utilize this framework
to discover similar patients and overlaps among patients in a set
of features towards the goals of: (1) better cohort discovery for
clinical trials, (2) better disease management by studying peer
group of patients with similar diagnosis but better prognosis, (3)
early disease diagnosis by identifying similar features in patients
with the existing diagnosis.
We propose novel approach in two areas: (1) integrating clinical
and genomic data of patients and (2) combined data analytics in
such heterogeneous datasets. Our approach is modeled as a uni-
fied clustering algorithm for finding correlations among clinical
and genomic factors of patients. We integrate data containing risk
causing Single Nucleotide Polymorphism’s (SNP’s) known from
literature with clinical records of patients. In such heterogeneous
data, we propose a combined similarity measure for numeric
and nominal data attributes, which we use in our clustering
algorithm. Our results show compelling overlaps among patients
in the same cluster. These patients had high pairwise similarity
and emulated the real world similarities between patients with
co-morbid diseases.
Keywords
Personalized Medicine, Single Nucleotide Polymorphism, corre-
lations, clustering.

I. INTRODUCTION

Patient data can be present in clinical data, genomic data
sources, environmental and geospatial data sources, tissue
banks and personal genetic data. A complete view of the
patient’s health can be achieved when relevant data from all
these sources are extracted and modeled in a personalized
manner. Moreover, comparative analysis of patients can be
performed when multiple patient records are viewed across
these heterogeneous data sources. In this research, we propose
clinico-genomic data analytics for precision diagnosis and

better disease management utilizing datasets that are hetero-
geneous, high dimensional, sparse and massively large at the
same time. The need for such a system is motivated by the
following example.

Motivating Example: Let us consider a female, South east
Asian, age 55 years with Diabetes. We extract the neighbor-
hood information of this patient and public data available for
this race and gender for various disease factors. We extract
the clinical, genomic and environmental factors of this patient.
Let us say this patient does not exhibit the SNP A1, which
is associated with Diabetes. However, when we cluster this
patient’s data with other patients we find this patient has
80% overlap with other diabetic patients but does not exhibit
the SNP A1, which other patients in her cluster possess.
Other clinical factors are highly overlapping. This information
can be viewed by the patient, her caregiver, public health
researcher and clinical scientists in a different manner. For
example, the caregiver can focus on better treatment based on
the distinction of this patient from other diabetes patients so
that the care can be better managed in a personalized manner.
A clinical scientist may look at this information to further
investigate potential environmental factors or demographic
factors, which may have caused this genomic deviation for
her. The public health researcher may consider evaluating
neighborhood demographics which may have resulted in ag-
gravating the clinical factors. The patient herself may use
this knowledge to understand the disease prognosis and public
sources of help available.

We propose a generalizable framework, which can accom-
modate several distinct features (identified in the example)
coming into the system from clinical, genomic and environ-
mental domains among others. We utilize this framework to
discover similar patients and overlaps among patients in a
set of these features which is useful for several applications
including:
• better disease management by studying peer group of pa-

tients with similar diagnosis but better prognosis through
case-based reasoning,

• better cohort discovery for clinical trials,



• early disease diagnosis by studying similar features in
patients with existing diagnosis

We propose an approach, which utilizes patient similarities
in multiple heterogeneous datasets. Such a framework emu-
lates the knowledge of an expert who looks at multiple hetero-
geneous case characteristics to come up with matching cases.
There are several challenges that emerge in designing such a
framework: (a) Merging features from multiple heterogeneous
datasets, (b) Reducing the search space in the massive datasets
to zero in/on the relevant patients, (c) Discovering similarities
in highly sparse feature sets, (d) Computing similarities in
heterogeneous feature sets with mixed distance measures, and
(e) Developing novel clustering methods to identify groups of
similar feature sets. We address these challenges by proposing
a combined similarity function that looks at similarity across
numeric and categorical values and employing this function in
a clustering algorithm to find similar patients across multiple
heterogeneous datasets.

The rest of the paper is organized as follows:
In Section II we discuss related work, in Section III we explain
our approach, in Section IV we introduce our data sets and
present results and in Section V we discuss conclusions and
future work.

II. RELATED WORK

A. Similarity-based Clustering

There have been several studies on clustering algorithms
in general. Traditional clustering algorithms employ distance
measures for determining similar data objects. While these
techniques are suitable for numeric data, they do not work
well for categorical data due to its discrete nature. There
exist hierarchical clustering methods which can be applied to
mixed attributes data [1]. However they are computationally
intensive. In this section we describe some of the efforts taken
towards clustering datasets of mixed attributes.

Huang et al. [2] introduced K-prototypes algorithm to
address the problem of clustering large mixed datasets. In this
approach, distinct similarity measures are used for different
types of attributes. For numeric attributes squared Euclidean
distance is used whereas for categorical attributes Hamming
distance is used. These measures are then integrated and used
for clustering the dataset. Weight is associated with categorical
attributes which is based on average standard deviation on
numeric attributes in a particular cluster. While this algorithm
defines a combined similarity measure for mixed data sets,
there are a few shortcomings. Firstly, the similarity measure
for categorical attributes may not be the best measure for
different kinds of data sets. Secondly, the weight parameter for
numeric attributes is assumed to be one whereas for categorical
attributes it depends on the distribution of numeric attributes.
Thus this technique may not consider the influence of all the
attributes which are significant in clustering.

He et al. [3] proposed an algorithmic framework called
Cluster Ensemble Based Mixed Data Clustering (CEBMDC).
In this framework, the original dataset is categorized into

two data sets; one containing numeric attributes and another
containing categorical attributes. For numeric dataset, existing
algorithms like CURE [4] and CHAMELEON [5] are applied
and for categorical dataset algorithms like ROCK [6] and
Squeezer [7] are applied to obtain corresponding clusters.
In the next step, individual clustering results are combined
together as a categorical dataset and a suitable clustering
algorithm is applied to obtain final results. The accuracy of
the proposed algorithm was evaluated against the K-prototypes
algorithm in terms of average clustering error by running the
algorithms against two data sets. According to the experimen-
tal results, the CEBMDC algorithm had lower error that the
K-prototypes. In this approach, the final results depend on the
individual clustering techniques applied to different data sets
and the integration of the intermediate results.

Reddy, Kavitha et. al. [8] proposed a clustering algorithm
based on Similarity Weight and Collaborative filtering tech-
niques. They use a methodology similar to that of He et
al. where the original dataset is divided into pure numeric
and categorical datasets. These datasets are then clustered
using Similarity Weight method where a Similarity matrix
is constructed using Jaccard Coefficient. In the last step, a
filter method is applied to obtain final results. Ming-Yi Shih
et al. [9] developed a Two-Step Method for Clustering Mixed
Categorical and Numeric Data (TMCM). In this technique,
the numeric attributes are normalized and the similarity be-
tween categorical attributes is determined based on their co-
occurrence. In the next step, the categorical attributes are
converted to numeric and existing algorithms are applied to
the converted data set.

Ahmad et al. presented a clustering algorithm based on a
new cost function and distance measure [10]. The proposed
cost function consists of two parts out of which one is used
for numeric data while other for categorical data. The numeric
distance function is weighted squared Euclidean distance
where the weight is determined from the input data itself.
For categorical attributes, the proposed distance function takes
into account the overall distribution of attributes and their
co-occurrence with other attributes. The authors defined two
evaluation metrics namely, micro-precision and micro-recall.
The performance of the proposed algorithm was compared
against various algorithms including K-prototypes, ROCK and
traditional hierarchical clustering against different datasets.

As we can observe from the previous studies, many algo-
rithms that have been developed employ a multi-step approach
for mixed data clustering. Essentially different types of at-
tributes are clustered separately and then combined to obtain
final clusters. There are a few algorithms like K-prototypes
that attempt to cluster heterogeneous, mixed data together.
However, the similarity measures especially for categorical
data may not truly represent the inherent nature of the datasets
involved.

B. Integration of clinical and genomic data
Yorgos Goletsis [19] developed a framework for clinical

decision support system (CDSS) based on profile extraction



Fig. 1. System Architecture

by integrating clinical and genomic data for colon cancer. The
clinical data included age, diet, obesity, diabetes information.
The genomic information was represented in the form of
SNP’s related to colon cancer. Perez Rey D. [20] demonstrated
the use ONTOFUSION system for integrating seven public
web-based databases. Matthias Samwald [21], developed a
semantic knowledge base for clinical pharmacogenetics using
Web Ontology Language (OWL 2 DL), a Resource Description
Framework (RDF) model and RDF conversion of relevant
biomedical datasets. Emanuel Schwarz [22] used graph net-
works for integrating clinical and genomic data while studying
psychiatric diseases.

III. CLINICO-GENOMIC DATA ANALYTICS APPROACH

In this section, we present our framework for performing
clinico-genomic unified clustering. We propose a general-
ized methodology which can incorporate data coming from
a variety of heterogeneous sources. This includes clinical,
genomic, environmental and geospatial domains among others.
We believe that this can help in discovery of better cohorts of
patients where there is a clear demarcation based on factors
like similar disease manifestations, demographic background,
clinical parameters and so on. In addition to this, patients
grouped together may differ across certain parameters which
may be contributing to risk factors of the disease they are
suffering from. Such cohorts can be selected for clinical trials.
This can lead to better disease management by studying peer
group of patients with similar diagnosis and better prognosis
as well as early disease diagnosis by studying similar features
in patients with existing diagnosis.

Thus we perform integration of heterogeneous clinical and
genomic datasets as shown in Figure 1, transform them to
homogeneous form, select relevant features and apply unsuper-
vised machine learning techniques to obtain and study patient
overlaps. We now explain in detail the steps performed for
clustering patient records and studying overlaps across them.

A. Data Extraction

The overall approach as shown in Figure 1, looks at clinical
data and performs clinical record extraction. The clinical data
can consist of structured medical records, unstructured doctor’s
notes, X-rays, patient lab results among other data compo-
nents. Data is extracted from relational and non-relational
forms. The genomic data is in the form of SNP’s and is
extracted from large databases, prior clinical studies and
patient specific genomic data. The extracted data can be noisy,
can have missing or null values and can be inconsistent with
respect to attribute labels. All these factors can hamper the
efficiency of the results and data evaluation. Hence there is
a need to clean the data to eliminate these discrepancies and
make it suitable for performing the analysis.

B. Data Pre-processing

Data pre-processing consists of multiple steps including
feature selection, data cleaning, data integration and transfor-
mation.

1) Feature selection: Feature selection is an important step
in data mining and particularly in our approach as we have
a vast amount of heterogeneous features. Feature selection
deals with the selection of subset of features which increase
the relevance of the features to the problem under study
and help to reduce redundancy and noise in the data. There
are different feature selection techniques depending on the
learning problem which can be supervised or unsupervised
or domain driven. We select pertinent features using domain
knowledge from literature. We have used this approach to
identify a set of features which are known to increase the
susceptibility of diseases under study. Along-with this we
also sought help of a domain expert in selecting additional
features which may not have a strong disease association but
can increase the risk factor. We believe that this might help
us in identifying unknown overlaps which is the focus of
study. Some of the features which we are interested in include
Cholesterol and Triglyceride levels, Arterial Blood Pressure
as well as Electrolyte levels of patients including Sodium and
Potassium.

2) Data Cleaning: Once we have selected a set of features,
the next step is to handle missing values in the data. In a
given dataset, missing values can be represented as either Null
or empty values. This can happen due to multiple reasons
including lack of information, incorrect data measurement and
it can impact the accuracy of data evaluation. We utilize mean
or modal values from the class or group where the record with
missing value belongs. So for example, for each patient record
having empty values for certain attributes, we look at patient
records having similar demographic information in terms of
ethnicity and gender. Then we aggregate their values for the
corresponding missing attribute and calculate the minimum
value, maximum value, average value and standard deviation.
We then replace the empty value with these four values. In
case of Null values, we simply ignore them.



3) Data Integration and Transformation: In order to
obtain clinico-genomic clusters, the clinical and genomic data
of patients has to be integrated. For each patient record
we identify the specific disease manifestation. From this we
determine the risk inducing SNP’s from large public databases
as well from patient specific genomic data. We integrate
the dbSNP [11] reference number of these SNP’s with the
clinical records of patients to obtain combined clinico-genomic
patient data. This data being heterogenous in nature consists
of different types of numeric attributes like Heart Rate and
Blood Pressure as well as categorical attributes like Ethnicity
and SNP reference ID’s. Hence there is a need to transform
the data in order to make it suitable for defining a combined
similarity measure and to perform clustering.

In order to achieve this, we reconstruct the categorical
features of patients as a binary feature vector. As a first step,
we create a set of all possible values of all the categorical
features present in the data. For each patient we create a
binary feature vector initialized with same number of zeros
as that of attribute values. We then analyze the patient records
and set the binary value to one for corresponding value of
each categorical feature present in the set created earlier and
remaining values as zero. We thus transform the categorical
feature vector into binary vector. Although Jaccard Coefficient
can be applied directly to categorical features, we transformed
them to binary for the sake of ease of calculation. At the end
of this step, we obtain a universal feature vector by combining
clinical features with binary feature vector for each patient.

C. Combined Similarity Function
An important element of a clustering algorithm is the under-

lying similarity measure which determines the semantics of the
clusters. For data sets containing continuous variables, Euclid-
ian distance is a commonly used distance metric. However the
notion of similarity between categorical variables is difficult
to understand. Moreover, it depends on the application domain
where clustering is performed. A widely used approach is
to first scale the categorical variables of data instances into
binary variables and then apply a similarity measure for binary
data. Some of the popular similarity measures include Simple
Matching Coefficient, Jaccard Coefficient, Dice Coefficient,
Rogers and Tanimoto [12]. The choice of the similarity mea-
sure depends on whether the number of matches is equivalent
to the number of mismatches and whether zero-one or one-
zero matches are to be considered significant while defining
similarity. While Simple Matching Coefficient is useful in
cases where zero-zero matches are as significant as one-zero
matches, Jaccard Coefficient is suitable for calculating overlap
between two data sets. As we are interested in identifying
patient similarities and differences in terms of clinical and
genomic overlaps, we decided to use Jaccard Coefficient as
our similarity measure for categorical attributes. For contin-
uous variables, we selected Euclidian distance and defined a
distance function combining the two.

While the separate use of similarity measures for continuous
and categorical variables is straightforward, a challenging task

is to define a unified similarity for an integrated heterogeneous
data set consisting of both these kinds of variables. This
is due to the fact that the scale of continuous variables is
different than that of the multivariate categorical variables.
Hence we decided to transform the Eucledian distance into
a similarity measure by adding one to it and taking its
reciprocal. The reciprocal value is taken because eucledian
distance measures the dissimilarity in the form of distance
while Jaccard coefficient measures similarity, so to combine
the measures we need to have them on the same level as
either similarity or dissimilarity One is added to the distance
to ensure that the resulting value lies between zero and one.
Then we add this Euclidian-based similarity with the Jaccard
Coefficient to obtain a combined similarity function. In this
way we transform variables of different type and scale into
homogenous form and then derive a combined similarity func-
tion which is suitable for clustering. Algorithm 2 demonstrates
the calculation of the combined similarity measure.

D. Unified Clustering
In this section, we describe our algorithm which performs

unified clustering on heterogeneous datasets.
As described in Algorithm 1, our methodology is an improve-
ment over the simple K-means clustering to make it suitable
for heterogenous data. The key differences lie in the use of
a consolidated similarity measure by combining Euclidian-
based similarity with Jaccard similarity. We also define a
unique way to calculate cluster centroids which consist of
mean/modal values depending on the type of data. The input
to the algorithm is the number of data instances, a dataset
consisting of numeric and categorical attributes, K which is the
number of clusters to be formed and a list of initial centroids
randomly sampled from data set. At the beginning, we perform
initial assignment of data instances to the clusters based on
similarity score between them and the cluster centroids as
stated on line 3-4. For determining the similarity score, we
use the GetSimilarity function which is described in Algorithm
2. After the initial assignment, we recalculate the centroid of
all the clusters on line 8 using RecalculateCentroid procedure
described in Algorithm 3. We then reassign the instances to the
closest cluster based on similarity score on line 9. We repeat
steps on lines 8-9 until there are no more reassignments of
data instances across clusters.

Algorithm 2 describes a function to compute the similarity
between two data instances. It takes as an input two data
instances and returns similarity between them.

Algorithm 3 illustrates the process of calculating new cen-
troids after the initial assignment of data instances to clusters.
It takes as an input clusters[i, j] which stores the centroid
for each cluster where i is the cluster number and j is the
cluster centroid, clusterMembers[i, j] which is used to store
the number of instances assigned to each cluster where i is the
cluster number and j is an instance assigned to it. As indicated
on lines 1-2 for each cluster Ci, a list of all instances assigned
to it is extracted. Then we iterate over all the instances
and collect numerical attributes and multivariate categorical



Algorithm 1 Unified Clustering algorithm
Inputs

1) n: total number of instances.
2) instancesList: list of instances D1, D2,...Dn containing

numeric and categorical attributes.
3) K: number of clusters to be formed.
4) centroidList: initial list of cluster centroids.

Require: K >= 2
1: for each instance Di in instancesList do
2: for each centroid Ci in centroidList do
3: call GetSimilarity to obtain similarity score between

Di and Ci.
4: end for
5: assign Di to the cluster such that the similarity score

is maximum.
6: end for
7: repeat
8: call RecalculateCentroid procedure
9: reassign the data instances to new clusters based on

their original and new similarity scores
10: until no movement of data instances across clusters =0

Algorithm 2 combined similarity
0: function GETSIMILARITY(Di, Dj)
1: catDist = similarity between categorical attributes of Di,

Dj using Jaccard Coefficient
2: numericDist = distance between numerical attributes of

Di, Dj using Euclidean distance
3: numericDist = 1

1+numericDist
4: similarityScore = catDist + numericDist
5: return similarityScore
6: end function

attributes separately as stated on line 4 and 5. On line 7,
we calculate average of numerical attributes across all the
instances. We also compute mode of multivariate categorical
attributes across all the instances as stated on line 8. We
then concatenate the average and the mode to obtain the new
centroid of cluster i. We update clusters[i] to store this new
centroid. The process is repeated for all the clusters.

E. Cluster Evaluation Metrics
After running the unified clustering algorithm across patient

records to obtain clinico-genomic clusters, the next step is to
assess the quality of clusters. We primarily use three different
measures of cluster evaluation as described in the following
sections.

1) Sum of Squared Errors(SSE): This is a common
measure of cluster quality which calculates the error of a data
point in a given cluster in terms of its distance from the cluster
centroid. To obtain SSE, the errors of all the data points are
squared and then added.

Given a set of n data instances D = d1, d2, ...dn where
each data point has m dimensions. The data set is divided
into K clusters such that Ci is the centroid of ith cluster.

Algorithm 3 Recalculate Centroid of clusters
Inputs

1) clusters[i, j]: stores the centroid for each cluster.
2) clusterMembers[i, j]: stores the instances belonging to

clusters.
1: for each cluster Ci in clusterMembers do
2: get list of instances assigned to Ci and store them in

clusterInstances
3: for each inst in clusterInstances do
4: aggregate numeric attributes of inst in numericAttr
5: aggregate categorical attributes of inst in categorica-

lAttr
6: end for
7: avgNumericAttr = average of numerical attributes in

numericAttr.
8: modeCategoricalAttr = mode of categorical attributes in

categoricalAttr.
9: newCentroid = concatenate avgNumericAttr and mod-

eCategoricalAttr.
10: clusters[i] = newCentroid
11: end for=0

Then the sum of squared error between each data instance
and the cluster centroid as follows∑m

j=0[(dj − Cij)
2]

Euclidean distance is commonly used to calculate the dis-
tance of a data point from its cluster centroid. In our algorithm,
we calculate sum of squared errors using the combined simi-
larity function. For each cluster, we calculate the similarity of a
data instance with its centroid using the GetSimilarity function.
We subtract this similarity from one to obtain the error in
terms of dissimilarity. Then we sum the squared dissimilarity
of all the data instances and take average to obtain SSE for a
particular cluster.

We have utilized the SSE values to select the ideal number
of clusters for K-means and our clustering algorithm. For this
we calculate SSE values by varying the number of clusters
denoted by K. We choose the K value with the SSE value
using the elbow method [13].

2) Silhouette Coefficient: Silhouette Coefficient is a
cluster evaluation measure which is useful to check if
the clusters are well-formed and robust [14]. Silhouette
Coefficient is calculated as follows:

s(i) = b(i)−a(i)
max{b(i),a(i)}

where,
i: data instance
s(i): Silhouette Coefficient of instance i
a(i): average dissimilarity of i with all the data points
belonging to same cluster.
b(i): lowest average dissimilarity of i with any cluster other
than the one it belongs to.



For each data point, we first calculate the average similarity
with all other data points in the same cluster using the
combined similarity function. To obtain average dissimilarity
we subtract it from one. We also calculate the lowest average
similarity of each data point with data points of other clusters.
We subtract it from one to obtain the lowest average dissim-
ilarity. Then using the above formula we calculate Silhouette
Coefficient of each data instance. We calculate the Silhouette
Coefficient of a cluster by taking average of the coefficient
values of all the data instances in the cluster. For the number
of clusters K as selected in earlier step, we calculate Silhouette
Coefficient of each cluster along with SSE values. We choose
the clusters having lower SSE and higher Silhouette Coefficient
for studying patient overlaps.

3) Patient Overlaps: For each of the clusters identified
using evaluation measures described above, we generate a
similarity matrix consisting of pairwise similarity of all the
patient records. We then select the set of patient records having
high similarity amongst themselves to study their clinical and
genomic features and identify similarities and differences in
terms of overlap. The partial overlaps, especially overlaps
above a certain threshold, for example 60 to 70 percent, may
be interesting. This is because these patients indicate a high
level of similarity in majority of attributes but do not overlap
in some attributes, which may be of interest to study especially
if the overlap is in key clinical variables but not in genomic
variables and vice versa.

IV. EXPERIMENTS AND RESULTS

In this section we describe the datasets used for performing
experiments. We also present our results and lay a path for
future work.

A. Data Sets
Here we describe the clinical and genomic datasets which

we have utilized for our analysis.
1) Clinical Dataset: We use MIMIC II [15]

(Multiparameter Intelligent Monitoring in Intensive Care)
clinical database for clinical records of patients. It consists of
clinical information of ICU patients admitted in Beth Israel
Deaconess Medical Center(BIDMC) in Boston. The data was
collected over a period of seven years starting in 2001. It is
available for access under data user agreement (DUA) and it is
stored in relational database. The database consists of records
of patients suffering from various diseases. We are currently
focusing on Diabetes and Cardiovascular diseases but our
framework can be extended to include other diseases as well.
Our dataset consists of clinical records of 542 patients. Out of
these, there are 260 Diabetic patients, 179 patients suffering
from cardiovascular diseases whereas 103 patients have
manifestations of both Diabetes and Cardiovascular diseases.
Table 2 lists a set of features which we have selected for
our study. The Arterial blood pressure represents the mean
blood pressure. We have selected patient ID and disease
description in order to assist in evaluating the results. While

performing clustering we remove them from the feature vector.

TABLE I
LIST OF CLINICAL FEATURES

Number Feature name
1 Cholesterol level(mg/dl)
2 Glucose level(mg/dl)
3 Triglyceride level(mg/dl)
4 Hemoglobin(gm/dl)
5 Gender
6 Arterial Blood Pressure (mm Hg)
7 Daily Weight(kg)
8 Heart Rate(beats per minute)
9 Potassium(mg)

10 Ethnicity
11 Sodium(mEq/l)
12 Calcium(mg/dl)
13 Marital Status
14 Disease description
15 patient ID

2) Genomic Databases: In order to gain insight into risk
inducing SNP’s, we performed a literature survey of genomic
databases which are publicly known. Few examples include
dbSNP and SNPedia. dbSNP stands for Short Genetic Vari-
ations database [11]. It maintains information about single
nucleotide polymorphisms which may have disease associ-
ations. Users can submit information about SNP’s to the
dbSNP database. dbSNP assigns a reference SNP ID to all the
SNP’s. Users can search for genetic variations by querying
the database online. The results consist of detailed report of
genetic records including reference SNP ID, summary of the
allele, the coordinates of the chromosome and so on.

SNPedia is like a Wikipedia of genetic information. It
consists of information about 64945 SNP’s [16]. It has a
search facility where we can search for a specific SNP or
SNP’s associated with a particular disease. It provides detailed
information about the mutations of the nucleotides, the associ-
ated risk factor, chromosome position, Gene, dbSNP reference
number etc. It also lists a set of publications and peer-reviewed
papers which have identified the mutations.

We use SNPedia to obtain the reference ID’s of risk causing
SNP’s for diseases under study. For experimental purpose, we
consider top 3 risk inducing SNP’s for each of the diseases.

B. Clustering and Results

In this section we present a comparative study of the
proposed unified clustering algorithm with the K-means al-
gorithm. We have used Weka 3.6.10 for executing Simple K-
means clustering with seed value of 500 and with Eucledian
distance as the distance metric. Our purpose is to determine the



Fig. 2. A graph showing SSE values for Simple K-means

Fig. 3. A graph showing SSE values for unified clustering

effectiveness of a combined similarity function in a clustering
algorithm as opposed to a single metric which Weka uses
for identifying patient overlaps. We evaluate the algorithms
primarily using the validation metrics explained in the previous
section.

1) Validation using Sum of Squared Errors (SSE): As a
first step in cluster evaluation, we use SSE to compare and
analyze the two clustering algorithms. Figure 3 shows a graph
of number of clusters denoted by K versus the average SSE
for K-means clustering. As seen from the graph, initially the
SSE values decrease significantly. For 10 clusters, the SSE is
209. As the number of clusters increase, the SSE values do not
change significantly. Figure 4 shows a graph of average SSE
values against number of clusters for unified clustering. For
K = 2 to 10 we observe that SSE decrease rapidly. The SSE
for 10 clusters was reported as 16. Using the elbow criterion
with SSE as a measure for estimating the number of clusters,
we decided to select ideal-K as 10 for both the algorithms.

2) Validation using Silhouette Coefficient: Figure 5 dis-
plays a plot of Silhouette index values for 10 clusters for
Simple K-means. In addition to these, Table I contains SSE
values for individual clusters. As we can observe, cluster 5
has the highest Silhouette value of 0.43 followed by cluster
10 whose value is 0.40. Cluster 4 and cluster 7 have lower

Fig. 4. Silhouette Coefficient values for K-means clustering

values of -0.08 and -0.16 respectively. The average value of
Silhouette over the entire data set is 0.20.

TABLE II
SSE AND SILHOUETTE COEFFICIENT VALUES FOR SIMPLE K-MEANS

cluster number SSE Silhouette Coefficient
1 399.73 0.28
2 149.83 0.14
3 324.00 0.22
4 250.35 -0.08
5 105.56 0.43
6 117.56 0.06
7 263.17 -0.16
8 90.51 0.35
9 238.64 0.19

10 151.23 0.40

The Silhouette values obtained for 10 clusters for the our
approach with the combined similarity function is shown in
Figure 6. The corresponding SSE values are shown in table
II. Cluster 9 reported the highest Silhouette value of 0.61
followed by cluster 3 with 0.56 and cluster 10 with 0.55. The
average Silhouette index for entire data set was reported as
0.46.

As we can observe the average Silhouette value of the entire
data set for our unified clustering approach is greater than that
of Simple K-means indicating a better cluster quality.

3) Study of patient overlaps: Once we have identified well
formed clusters, the next step is to determine a group of highly
similar patients and study their clinical and genomic features.
For this purpose, we generate a similarity matrix by calculating
pairwise similarity across all the patients in the desired cluster.
We then select the patient records which have a high similarity
value. Following are our observations:
• Cluster 9:

This cluster comprised of 65 patients. These patients
had very similar demographic background and all of



TABLE III
SSE AND SILHOUETTE COEFFICIENT VALUES FOR UNIFIED CLUSTERING

cluster number SSE Silhouette Coefficient
1 9.48 0.4
2 16.41 0.49
3 3.73 0.56
4 3.33 0.38
5 5.58 0.47
6 1.74 0.28
7 80.21 0.48
8 11.00 0.09
9 33.24 0.61

10 4.20 0.55

Fig. 5. Silhouette Coefficient values for Unified clustering

them demonstrated type II Diabetes manifestations. The
patients were White males. 40% of the patients were
widowed, 27% were married, 13% were single, 3%
were divorced whereas for the rest Marital status was
unknown. The glucose levels of the patients were varying
with a few patients having higher levels. These patients
had high Arterial Blood Pressure however, their Glucose
and Triglyceride levels were in the normal range. The
electrolyte levels of the patients were similar and normal.
As we can observe patients in this cluster had high
genomic overlap as they suffered from similar diseases
whereas they had differences across certain clinical fea-
tures. One of the unique features was that primary factors
like Glucose and Triglyceride levels known for being a
predominant risk factors for Diabetes were normal.

• Cluster 3:
There were 105 patients present in this cluster. Around
70% of patients in this group were suffering from Chronic
Heart disease and its manifestations. Two patients were
diagnosed with Diabetes. They had high clinical overlap
in terms of high Glucose levels, normal Cholesterol and
Triglyceride levels and normal Electrolyte levels. An
unusual observation was that these patients had normal

Fig. 6. Run Time for Simple K-means

Heart Rate.
• Cluster 10:

This group consisted of 21 patients. The patients in this
cluster belonged to different Ethnic groups. Roughly 43%
of the patients were White, for 23% of patients ethnicity
was not known or unspecified. 19% of patients were
African and there was 1 Asian and 1 Hispanic/ latino
patient. There was 1 male patient whereas rest were
female. The patients also differed across their marital
status with 14 patients were Widowed, 4 were Divorced,
1 was married whereas for 2 patients it was missing. On
the other hand, these patients had similar values across
all the clinical features. An interesting observation was
that some patients were diagnosed with Type II Diabetes
with Family history of Chronic Heart disease whereas few
other only had a Family history of these diseases. Such
a group of people having different Ethnic background
and disease manifestations can be a good candidate for
cohort study. In this case people having similar clinical
observations may be diagnosed earlier and prescribed
better medication.

4) Comparison of Algorithmic Run time: Figure 7 demon-
strates a plot of run time of Simple K-means against varying
number of clusters. As we can observe, the time taken to
execute the algorithm increases gradually from 2 to 13 clusters.
For 14 clusters, the algorithm spends maximum time in
execution which is 0.22 seconds.

Figure 8 shows the run time of the proposed algorithm. As
the number of clusters increases the run time also increases.
For 20 clusters, it takes around 33 seconds for the algorithm to
complete execution. Thus the running time for our algorithm
is higher than that compared to Simple K-means. We have
utilized Python for the algorithm implementation and we
suspect that might have added to the running time.

V. CONCLUSION AND FUTURE WORK

We provide a generalized framework to integrate clinical
data of patients with genetic data from public databases to
study overlaps between them. Our proposed similarity measure



Fig. 7. Run time for Unified clustering

takes into account the heterogeneity in the data to obtain
well formed clusters. As we can observe from the Silhouette
Coefficient calculation, the clusters obtained by our algorithm
are better in quality and are meaningful. Going forward it
would be interesting to study highly specific genetic records of
patients along with clinical records for integration which can
also lead to discovery of potentially less known risk inducing
SNP’s. Our study can be extended to utilize other similarity
measures like Dice Coefficient to test their usefulness in
clustering. We are currently using MIMIC II database for
obtaining clinical data of patients. In future, we will extend
our scope to include patient data from other databases like VA
Informatics and Computing Infrastructure (VINCI), Clinical
Practice Research Datalink(CPRD) and so on. The combined
similarity function may not follow triangle inequality theorem
which may have issues with algorithm convergence. This
can be investigated in future to ensure that our algorithm
always converges. While studying the overlaps we looked
at the mean/modal values of each patient record for direct
comparison. As an ongoing work, we can also look at the
min/max values to study variations in clinical features of
patients in a cluster.
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