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Abstract-Feature selection is an actively researched topic in 
varies domains, mainly owing to its ability in greatly reducing 
feature space and associated computational time. Given the 
explosive growth of high-dimensional multimedia data, a well
designed feature selection method can be leveraged in classifying 
multimedia contents into high-level semantic concepts. In this 
paper we present a multi-phase feature selection method using 
maximum spanning tree built from feature correlation among 
multiple modalities (FC-MST). The method aims to first thor
oughly explore not only the correlation between features within 
and across modalities, but also the association of features towards 
semantic concepts. Secondly, with the correlations, we identify 
important features and exclude redundant or irrelevant ones. 
The proposed method is tested on a well-known benchmark 
multimedia data set called NUS-WIDE and the experimental 
results show that it outperforms four well-known feature selection 
methods in all three important measurement metrics. 

I. INTRODUCTION 

Feature selection is the process of identifying the most 
appropriate features from the original feature set based on 
certain evaluation criteria [1]. It has been intensively ex
plored in various research fields, including pattern recognition 
[2], [3], machine learning [4], [5], data mining [6]-[8] and 
statistics [9], to name a few. It is usually applied to reduce 
high-dimensional feature space by selecting only the relevant 
and important features. Research shows that a well designed 
feature selection method can not only handle high-dimensional 
data sets, but also successfully enhance classification per
formance in coping with imbalanced data where one class 
has way more data instances than the other class(es) [5], 
[10]-[13]. Hence, feature selection has been widely applied 
in applications with imbalanced datasets such as medical 
decision making using MRI images [14] or EMG signals [15], 
biomedical studies using microarray gene data sets [16], and 
text categorization [11], [17], etc. 

Generally speaking, feature selection methods can be cate
gorized into three classes, supervised algorithms [18], [19], 
unsupervised algorithms [20], [21], or semi-supervised al
gorithms [22], [23]. As supervised algorithms require a set 
of labeled training data that generally involves expensive 
human labor, many researchers are increasingly focused on 
unsupervised or semi-supervised methods in selecting good 
features. On the other hand, feature selection methods can also 
be classied into different types of strategies including filter, 
wrapper, and embedded methods [9]. In filter methods [24], 
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only the general characteristics of training data are considered 
to evaluate the predefined relevance score of each feature. 
No learning algorithms or induction algorithms are involved 
during the process. Therefore, it has a lower computational 
cost compared to the other two. The wrapper methods [25] 
work closely with certain classification algorithm whose clas
sification results are used as the evaluation criteria to determine 
whether a subset of features captures relevant information. The 
feature subset produces the least classification errors will be 
selected to build the classification model. Usually, the wrapper 
methods can outperform the filter methods with regard to 
classification accuracy. However, the process requires a proper 
integration of multiple components including a predefined 
classification algorithm, a good feature relevance criterion, 
and an efficient searching method to identify feature subset. 
In addition, it is computationally intensive and may lead to 
over-fitting problem. Lastly, the embedded methods [26], [27] 
incorporate learning methods by using objective functions to 
evaluate feature relevance and select relevant feature subset. 
Unlike wrapper methods, it doesn't search through the space 
of all possible feature subsets but identify feature subsets via 
selected learning strategy. Hence, it is less computationally 
expensive. In addition, it is also less prone to overfitting 
compared to wrapper methods. 

In this work, we propose a feature selection method 
called FC-MST to cope with high-dimensionalities and im
balanced problem in multimedia concept detection. The pro
posed method first applied Multiple Correspondence Analysis 
(MCA) to project original features into a two-dimensional fea
ture space and obtain feature correlations. Then, a Maximum 
Spanning Tree is built using the correlations and eliminate 
irrelevant and redundant features by pruning the tree. The 
goal is to explore possible feature correlations within and 
among different modalities and further utilize the correlation 
to identify the ones that are important and highly relevant to 
the targeted semantic concepts. 

The rest of the paper is organized as follows. We present 
the overview of the proposed framework and the detail of each 
component in section 2. In section 3, we explain the design of 
the experiments and analyze the experimental results. Finally, 
the paper is concluded in section 4. 
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II. PROPOSED FR AMEWORK 

For each semantic concept, the proposed FC-MST feature 
selection method aims to identify a feature subset, containing 
the important and relevant features from the original multi
modal feature set, to improve the performance of semantic 
concept classification. It is a three-step supervised method as 
shown in Figure 1. 

Step 3: 
MCA 

BuUdFC-MST 

Oassiftcatlon 
Model for 
Conceptl 

..-
Oassiftcatlon 

Model for 
Concept 2 

Classillcatlon 
Model for 
ConceptN 

Fig. 1: An overview of the proposed framework 

A. Step}: Features Eliminated from Discretization Process 

To handle both numeric and nominal features, a supervised 
method called Minimum Description Length (MDL) [28] is 
used to discretize each feature into a number of intervals based 
on its values associated with a target concept. For example, 
Table I shows 5 instances with M features and two columns 
at the end indicates the label of positive or negative concept. 
If an instance has value 1 in the positive concept column, it 
means the concept can be observed from the instance, and vice 
versa. 

TABLE I: Example of the Original Features 

Feature Feature Feature 
Target Target 

1 2 
... 

M 
Concept Concept 
Positive Negative 

Ins!. 1 -0.49 1.08 ... -0.45 1 0 
Ins!. 2 -0.56 -0.85 ... -1.32 0 1 
Ins!. 3 -0.61 -2.21 ... 1.33 1 0 
Ins!. 4 -0.48 -0.97 ... -1.01 0 1 
Ins!. 5 -0.53 -1.54 ... 0.97 1 0 

After discretization, all feature values are grouped into 
intervals and are denoted as F] where i is the index of feature 
and j is the index of the interval. For instance, Fl means the 
third interval of the second feature. Table II shows example 
discretization results of Table I. As we can see, all instances 
share the same value in the feature 1 column (i.e., Ff). This 
means feature 1 doesn't have the distinguish ability for the 
target concept and such features will be removed in the first 
step of our proposed method as shown in Algorithm 1. 

TABLE II: Example of the Discretized Features 

Feature Feature Feature 
Target Target 

1 2 
... 

M 
Concept Concept 
Positive Negative 

Ins!. 1 F{ Fi ... F2M 1 0 

Inst. 2 Fl F1 ... Fr 0 I 

Ins!. 3 F{ F{ . .. F!{' 1 0 

Inst. 4 Fl Fi ... Ft} 0 I 

Ins!. 5 F{ F{ ... F!t 1 0 

Algorithm 1: Feature eliminated from discretization 
process 

input : The given training data set D with feature set as 
TDF = Fl,F2, ... ,FM , along with the class 
label C 

output: S Fl: A set of selected features 
1 SFl +-- TDF; 
2 for i +- 1 to M do 

3 NumFIi = IMDL(Fi)l ; 
/* NumFIi represents the number of 

intervals in the �h feature */ 
4 if NumFIi = 1 then 

5 I SFl +-- SFl - {Fd; 
6 end 

7 end 

8 return SFl 

B. Step2 : Features Eliminated from MeA 

Multiple Correspondence Analysis (MCA) has been applied 
and proven effective to the research areas ranging from feature 
selection [29], discretization [30], video semantic concept 
detection [31]-[38], to data pruning [39]. In this paper, our 
previous work [29] is integrated as a preprocess step, which 
has been demonstrated to outperforms other existing feature 
selection methods, such as information gain (IG), Chi-Square 
measure (CHI), etc., in terms of classification accuracy. 

Fig. 2 

After applying MCA to a data set as presented in Table II, 
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Algorithm 2: Features Eliminated from MCA 

input : A given training data set DI with selected 
feature set SFI = FI, F2, ... , FL , along with the 
class label C 

output: SF2: A set of selected features 
1 SF2 +-- SFI; 
2 for i +- 1 to L do 

3 (FI C,FIR) = M CA(Dt); 

4 

5 

6 

7 

8 

9 end 

/* Correlat ion and reliab ility of 

feature interval toward target 

concept 

for j +- 1 to NumFli do 

I Sum Correlation+ = FI Cj; 
SumReliability+ = FIRj; 

end 

F Ci = 

(Sum Correlation + SumReliability)jNumFli 

10 if F Ci < TH then 

11 I SF2 +-- SFI - {Fd; 
12 end 

13 return S F2 

all the intervals of a feature are projected on a two-dimensional 
space composed by two major principal components, P CI 
and P C2. Figure 2 depicts three intervals of feature 2 and 
two red dots which represent positive and negative classes. 
The relation between an interval of a particular feature and 
the positive class can be represented by two factors. One is 
called Correlation aj (e.g., ar), which is the cosine value 
of the angle between the feature interval F] (e.g., Fl) and 
the positive class. The other is called Reliability (3; (e.g., 
(3i), which is the distance between a feature interval F] (e.g., 
Fl) and the positive class. Together these two can be used as 
a relevance score of a feature interval toward the semantic 
concept. Zhu et al. [29] go further to obtain the average 
relevance score per feature to eliminate features whose score 
is lower than a preset threshold as shown in Algorithm 2. This 
method is adopted here as a preprocess step to obtain important 
features for building Maximum Spanning Tree (MST) in step 
3. 

C. Step3 : Feature Eliminated from FC-MST 

1) Building Feature Correlation Adjacency Matrix: In sec
tion II-B, MCA is used to capture correlation between feature 
intervals and the positive target concept as shown in Figure 2. 
To build the maximum spanning tree, we apply MCA to the 
remaining features from section II-B to explore correlations 
between each pair of them. Take Figure 3 as an example, all 
the intervals of the second feature F 2 

and the third feature F3 
are projected onto the two-dimensional symmetric map. The 
cosine value of each pair of intervals from different features 
will be generated and the maximum value is selected as the 
correlation between this pair of features as shown in equation 

--..... ----.-.:�-------4t--- PC] 

Fig. 3 

Algorithm 3: Building Feature Correlation Adjacency 
Matrix 

input : A given training data set D2 with selected 
feature set SF2 = FI, F2, ... , FL , along with the 
class label C 

output: Adjacency Matrix AM and the corresponding 
undirected weighted graph G(F, E) 

1 for i +- 1 to L do 

2 for j +- 1 to L do 

3 (FI C, FIR)ij = M CA(Dt); 
/* Correlation and reliab ility of 

feature intervals of one 

feature toward feature 

intervals of the other feature 

*/ 
4 if i = j then 

5 I AM(i,j)=O; 
6 else 

7 I AM(i,j) = Max(FI C,FIR)ij; 
8 end 

9 end 

10 end 

11 return AM 

1. 

{argmaxcos(aYi Fj ) , 
F Cij = = n 

0, 

if i i= j 
if i = j 

(1) 

Here, i and j are indexed from 1 to L, the total number of 
the remaining features. The feature correlation between any 
feature and itself is set to be zero. Therefore, an L * L adjacent 
matrix can be obtained where each feature is a vertex and the 
correlation is the edge. Consecutively, an undirected weighted 
graph G(F, E) is built upon the adjacent matrix where F is 
the set of remaining features and E indicates the set of feature 
correlation {F Cij }f,j=l' i i= j. 
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Algorithm 4: FC-MST 
Feature Correlaion Maximum Spanning Tree 

input : An undirected weighted graph G(F, E) , comprising a set of features SF2 = Fl, F2, ... , FL together with a set of 
edges which have feature correlation between each feature pairs as the value FGd where i and j E 1,2, ... L, 

i < j. A set of Feature Correlation toward target concept FGiG where i E 1 ,2, ... L 

output: SF3: A set of selected features 

1 SF3 +---- 0; /* Selected features starts w ith an empty set */ 
2 MaxSpanTree = Prim(G) ; /* Apply ing Pr im algor ithm on und irected weighted graph G */ 
3 for each Edge Eij E M axSpanTree do 

4 if FGij < FGiC and FGij < FGjc then 

5 I M axSpanTree +---- M axSpanTree - Eij 
6 end 

7 end 

8 G = BreadFirstSearch(MaxSpanTree) ; 
/* Apply BFS algor ithm and return a set of components 

9 for Each Component Gm E G do 

10 I SF3 +---- MaxFC(Gm) 
11 end 

12 return S F3 

2) Building Feature Correlation Maximum Spanning Tree: 

There are three purposes of building a feature correlation 
maximum spanning tree as listed below: 

• Partition FC-MST into relevant feature clusters which 
have high intra-cluster correlation and low inter-cluster 
correlation 

• Identify representative features from each feature clusters 
• Eliminate redundant and irrelevant features from FC

MST 

As shown in Algorithm 4, given the undirected weighted 
graph from section II-C, a maximum spanning tree is con
structed using Prim's method [40] which spans over all the 
feature vertices based on the correlation values. In brief, 
the proposed FC-MST is an acyclic subgraph that has the 
maximum sum of feature correlation weights across all the 
features nodes. Once the maximum spanning tree is built, 
the proposed algorithm (see statement 2 in Algorithm 4) 
loops through all the edges and removes the ones whose 
weight FGij is smaller than the correlation of features toward 
concept, e.g., FGiC and FGjc (see statements 3 to 7 in 
Algorithm 4). Breadth-first search (BFS) [41] is applied to 
identify a set of disconnected components (i.e., clusters) 
G = Gl, G2, ... , GN after such edges removal. The feature 
with the largest correlation toward the target concept in one 
cluster will be selected as its representative feature. Since 
every cluster is composed by highly correlated features, all the 
other features besides the representative one are considered 
redundant and they are removed from the feature set (see 
statements 8 to 11 in Algorithm 4). At the end, a subset of 
representative features is selected to build the classification 
model for each semantic concept. 

III. EXP ERIMENT S 

A. Dataset 

NUS-WIDE [42], a large-scale image data set containing 
269,648 images and the associated tags, is introduced to 
evaluate the performance of the proposed feature selection 
method. It has six types of low-level visual features extracted 
from the images, e.g., color histogram, color correlogram, edge 
direction histogram, etc., and user tags from flickr website 
represented as text features. There are 81 high-level semantic 
concepts, most of them highly imbalanced with the PN ratio 
(i.e., the number of positive instances vs. negative ones) lower 
than 1%. 

B. Evaluation Criteria 

As discussed earlier, a general use of the feature selection 
method is to identify a subset of representative features that 
enable classifiers to build better classification models more 
efficiently. Therefore, we can assess the performance of a 
feature selection method by evaluating performance of the re
sulting classification model and efficiency of the classification 
process. Consequently, the proposed feature selection method 
is evaluated and compared with other state-of-the-art methods 
using three criteria. 

1) Classification Model Performance 

TABLE III: Confusion Matrix 

Predicted Class 

Positive Negative 

I Actual 

I 
Positive TruePos FalseNeg 

Class Negative FalsePos TrueNeg 

Confusion matrix (see an example in Table III) is widely 
used in machine learning and data mining areas to visu-
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alize classification results in table-layout fashion. Many 
performance metrics can be derived from it to analyze 
the classification results from different perspectives. 

• Precision 

Based on Table III, precision is calculated as 

TruePos 
Precision = (2) 

(TruePos + FalsePos) 

In other words, precision shows the fraction of 
retrieved instances that are relevant, where a high 
precision indicates a lower false positive rate. 

• Average Precision and Mean Average Precision 

Average precision (AP) and mean average precision 
(MAP) are two metrics extended from precision, as 
defined in equation 3 and equation 4, respectively. 
In brief, Average Precision at K is used to evaluate 
top K ranked results, where #(TopR) represents the 
number of instances which are correctly classified as 
positive instances among top R retrieved instances, 
R = 1...K. A high AP value means more relevant 
results are ranked earlier than irrelevant ones. 

AP(K) = 
� � #(TopR) 

K L-, R 
R=l 

(3) 

Mean Average Precision is used to validate ranked 
results for more than one concepts, where TC is 
the total number of concepts and APc(K) is the 
average precision at K for concept C. 

",TC AP. (K) 
MAP(K) = L...-C=l C 

(4) 
TC 

2) Feature Reduction Rate The purpose of feature selec
tion method is to select the most relevant and important 
features while greatly reducing the feature space. Hence, 
the proposed method is also evaluated in terms of feature 
reduction rate, which is calculated in equation 5. 

(OF# - FS#) 
FRR= 

OF# 
(5) 

where OF# represents the number of original features 
and FS# represents the number of remaining features 
after applying feature selection method. 

3) Efficiency Rate Lastly, efficiency rate is defined by 
taking both MAP value and processing time into account 
as shown in equation 6. 

MAP(K) 
ER = 

P . T" rocesszng zme 
(6) 

On one hand, a higher MAP value indicates more pos
itive instances being successfully given higher ranking 
scores. On the other hand, a reduced feature space leads 
to shorter processing time. Therefore, given the equation 
6, a higher efficiency Rate (ER) represents a better 
overall performance for a feature selection method. 

C. Experimental results 

In the experiments, our proposed method is compared with 
four well-known feature selection methods, e.g., ChiSquare, 
Filter, InfoGain, and Wrapper. After feature selection on the 
NUS-WIDE data, Support vector machine (SVM), a construc
tive learning algorithm, is used to build classification models. 
SVM is chosen because of its capability in classifying high
dimensional data [43]. Three-fold cross validation scheme is 
adopted to avoid bias. 

First, the experimental result demonstrates the comparison 
between the proposed method and the other feature selection 
methods in terms of the MAP values. As shown in Table 
IV, the proposed method FC-MST achieves the highest MAP 
values and thus outperforms all other methods in all cases, 
where K is set to different values in the range of 5 to 200. 
The proposed method is also the only feature selection method 
that maintains over 0.7 MAP value across all cases. The trend 
can also be seen in Figure 4. 

Fig. 4: The MAP values of 81 concepts in NUS-WIDE 
for different retrieved levels against other feature selection 
methods 

Fig. 5: Feature Reduction Rate (FRR) for NUS-WIDE 81 

concepts after applying FC-MST 

Secondly, Figure 5 depicts the feature reduction rate (FRR) 
over all 81 concepts after applying the proposed feature selec
tion method. Among them, we achieved more than 90% FRRs 
on 40 concepts. The experiment indicates that the proposed 
method can greatly reduce the original feature space and are 
especially helpful in dealing with high-dimensional data sets. 
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TABLE IV: The MAP values of 81 concepts in NUS-WIDE against other feature selection methods 

Method K = 5 K = 10 K = 20 K = 30 
FC-MST 0.8217 0.8133 0.7940 0.7854 

ChiSqure 0.8140 0.7917 0.7604 0.7398 
Filter 0.8215 0.7961 0.7645 0.7439 

InfoGain 0.8215 0.7961 0.7645 0.7439 
Wrapper 0.0617 0.0617 0.0617 0.0617 

K = 40 K = 50 K = 60 K = 80 
0.7786 0.7734 0.7688 0.7578 

0.7246 0.7125 0.7015 0.6862 
0.7287 0.7166 0.7057 0.6903 
0.7287 0.7166 0.7056 0.6903 
0.0617 0.0617 0.0617 0.0617 

K = 100 K = 150 
0.7481 0.7361 

0.6744 0.6524 
0.6785 0.6566 
0.6785 0.6566 
0.0617 0.0617 

K = 200 
0.7257 

0.6370 
0.6412 
0.6411 
0.0617 

Fig. 6: Top200 Map Value v.s. Processing Time against other feature selection methods 

Thirdly, experiment is conducted to validate whether the 
proposed method is able to reduce the processing time mean
while producing a compatible classification results against 
other methods in terms of MAP value. In Figure 6, the 
results are projected on a two-dimensional chart, where x-axis 
represents the computation time for the classification process 
in seconds and y-axis shows the MAP values at K = 200. As 
shown in Figure 6, the proposed FC-MST method can achieve 
similar or better MAP value as compared to other methods 
while using significantly shorter processing time. 

Lastly, the efficiency rate is calculated as defined in equation 
6 using MAP value at K = 200. In Figure 7, it can be easily 
observed that FC-MST has the highest efficiency rate across all 
the 81 concepts except for a few concepts where the wrapper 
method produces better rates. This is because the wrapper 
method selects only one feature, its processing time is the 
shortest. However, as can be seen in Table IV, the wrapper 
method produces much worse MAP values (always the worst 
among all methods). 

IV. CONCLUSION 

In this paper, we propose a three-steps feature selection 
method FC-MST. It uses Multiple Correspondence Analysis to 
explore correlation among features within and across modali
ties and to capture correlation between feature and targeted 

semantic concepts. It also allows visual depicts of feature 
correlation using Maximum Spanning Tree. Consequently, it 
enhances the classification performance on multimedia data 
by effectively removing redundant and irrelevant features from 
high-dimensional data. As shown in the experiments, FC-MST 
outperforms four other well-known feature selection methods 
in all three perspectives: MAP, feature reduction rate, and 
efficient rate. It proves that the proposed method can not 
only greatly reduce computational cost owing to feature space 
reduction, but also lead to better classification results. 
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