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ABSTRACT
In this work we propose DeepTrip – an end-to-end method for bet-
ter understanding of the underlying human mobility and improved
modeling of the POIs’ transitional distribution in human moving
patterns. DeepTrip consists of: a Trip Encoder to embed a given route
into a latent variable with a recurrent neural network (RNN); and a
Trip Decoder to reconstruct this route conditioned on an optimized
latent space. Simultaneously, we define an Adversarial Net com-
posed of a generator and critic, which generates a representation for
a given query and uses a critic to distinguish the trip representation
generated from Trip Encoder and query representation obtained
fromAdversarial Net. DeepTrip enables regularizing the latent space
and generalizing users’ complex check-in preference. We demon-
strate the effectiveness and efficiency of the proposed model, and
the experimental evaluations show that DeepTrip outperforms the
state-of-the-art baselines on various evaluation metrics.

CCS CONCEPTS
• Information systems → Location based services; Geo-
graphic information systems.
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1 INTRODUCTION
Recent popularity of Location based Social Network (LBSN) such as
Twitter, Flickr and Instagram, enabled generation of massive check-
in data with POIs, along with large amounts of short messages and
other information relating space/location, time and other context.
A typical trip recommendation system provides a list/sequence of
ordered POIs for a given a query which includes, at a minimum, a
starting location and a destination. Thus, the key task becomes to
construct a proper model to capture the various transition distribu-
tion among POI pairs or a set of POIs.

Most of the existing works rely on developing statistical methods
to identify top-k popular POIs from massive trajectories [17], apply-
ing Markov-based approaches to learn POI transition matrices [1],
or adopting certain retrieval algorithms (e.g., Monte Carlo Tree) to
make a personalized route recommendation [11].

The core motivation for our work is based on the observations
that the existing studies on trip modeling/planning exhibit cer-
tain limitations: (1) Traditionally, trip recommendation problem
is formulated as a search or statistical problem, which is usually
not efficient in generating (2) It is difficult to exploit and integrate
the semantics of sequential information among POIs by simply ex-
ploring tourist’s interest and POIs’ popularity. (3) Diversity of the
POI sequences based on historical trajectories cannot be obtained
through simple empirical analysis.

To tackle the aforementioned challenges, we propose DeepTrip –
an end-to-end neural network in an adversarial spirit, to better un-
derstand various contexts affecting human mobility when making
trip recommendations. Specifically, we first leverage RNN-based
autoencoder as the basic framework, we then adopt an auxiliary
neural network to better learn the sequential POIs distribution in
an adversarial manner, so as to sidestep the efforts of explicitly
modeling prior distribution.

2 METHODOLOGY
2.1 Problem Definition
Let L denote the set of POIs (check-ins left by the users) and
for each POI lτ (lτ ∈ L) we have its geographical coordinates
ðτ =< l latτ , l

lon
τ > and a timestamp tτ . The formulation of the trip

recommendation problem follows the related works [1, 4, 11, 15]:
Trip Recommender: A tourist provides a query q that consists
the desired start point ls and start time ts , the length of trip N
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(i.e., the number of POIs) and the end point le at time te . A trip
recommendation system returns a route ℓ =(l1, l2, ..., lN ), where
l1 = ls and lN = le for denotation convenience.

2.2 Overview
The overall framework is shown in Fig. 1, and the model is designed
with three main components: (1) Trip Encoder (TE): Eω (·); (2)
Trip Decoder (TD): Rψ (·); (3) Adversarial Net which further
consists of a generator (дθ (·)) and a critic (fϕ (·)).

In the recommendation process, we first obtain the query code
X̃ by feeding the given input query into the generator of the Ad-
versarial Net, and then input X̃ into the TD Rψ (·) to request a
recommended route.

2.3 Trip Encoder (TE)
The TE applies a RNN to capture the POIs’ long term dependencies.
We first obtain the representation of each POI and then construct
the route as a sequence of POIs, while generating a trip code X via
this RNN.

2.3.1 POI embedding. We randomly initiate each POI lτ with a
d−dimensional vector v(lτ ) ∈ Rd by sampling from a truncated
Gaussian distribution [13].

2.3.2 Trip Code Generation. After obtaining the distributed repre-
sentations of POIs, we apply the Long Short Term Memory (LSTM)
cells to encode each trip (l1, l2, ..., lN ) and the current state hencτ
can be updated by:

iτ = σ (Wiv(lτ ) +Uihencτ−1 +Vicτ−1 + bi ) (1)
fτ = σ (Wfv(lτ ) +Ufhencτ−1 +Vfcτ−1 + bf)

oτ = σ (Wov(lτ ) +Uohencτ−1 +Vocτ−1 + bo )

cτ = fτ cτ−1 + iτ tanh(Wcv(lτ ) +Uchencτ−1 + bc ),

where it , ft , ot and b∗ are respectively the input gate, forget gate,
output gate and bias vector; and matricesW∗ ∈ Rd×d ′′

,U∗,V∗ ∈

Rd ′′×d ′′

are parameters needed to be learned. Subsequently, each
cell state cτ will be transferred to the hidden state hencτ :

hencτ = tanh(cτ )oτ . (2)

Following earlier work [6], the last output of LSTMwill be leveraged
as the trip code X:

X = hencN , (3)

which can be fed into the TD to recover the original route and to
have X updated during the training process.

2.4 Trip Decoder (TD)
The TD actually has a dual role of a decoder and a recommender
in the DeepTrip. As a decoder, its objective is to decode the trip
code X to reconstruct the input trip. However, unlike the encoder,
it generates ordered POIs one by one, predicting the next POI lτ
based on its hidden state hdecτ and the trip code X:

lτ = W ′[hdecτ ;X] + b ′, (4)

whereW ′ and b ′ denote the weight matrix and bias, respectively.
The overall probability of a route (l1, l2, ..., lN ) can be computed as:

p((l1, l2, ..., lN )) =

N∏
τ=1

p(lτ |h
dec
τ−1,X). (5)

2.5 Adversarial Net
Adversarial Net which we involve to jointly train the autoencoder
neural network contains two components, as shown in Fig. 1. We
employ the Wasserstein GAN [9] to construct our Adversarial Net.
More specifically, the components can be described as:
• Generator: The generator дθ produces a query code X̃ given a
user query < ls ,N , le > which is modeled by another LSTM net-
work. Unlike the TE and TD, it feeds the start-end pair < ls , le >

into LSTM cells to generate X̃ which has the same dimension as
the trip code:

X̃ = дθ (< ls , le >). (6)

• Critic: The critic distinguishes the query code X̃ from the trip
code X via performing binary classification. We use a multi-layer
fully-connected network as a critic function fϕ and, in particular,
the critic parameters ϕ are restricted to an 1-Lipschitz function
set. Thus, we set each parameter ϕi = [−ϵ, ϵ] (ϕi ∈ ϕ) following
previous works [16, 19].

3 EXPERIMENTS
3.1 Settings
We now present the evaluation of the performance of DeepTrip in
comparison with the state-of-the-art trip recommendation meth-
ods1. The datasets used in our experiments are shown in Table 1.
The trips in Edinburgh, Glasgow and Osaka are extracted from
Flickr photos and videos used in [12]. Following [1], we adopt
leave-one-out cross validation to evaluate all methods.

Table 1: The Statistics of the Datasets

DataSet Φ(Visits) Φ(Trajectory) Φ(User)
Edinburgh 33,944 5,028 1,454
Glasgow 11,434 2,227 601
Osaka 7,747 1,115 450

— Baselines: We compare DeepTrip to the following methods:
• POIPopularity [3]: Recommends the most popular or frequently
visited POIs to user at each time instant.
• Markov and Markov-Rank [1]: Constructs a POI transition
matrix, and recommends a trajectory based on Markov transitions
and POI ranking.
• PersQueue [11]: A personalized tour recommendation method
that considers the attraction popularity, user interests and queuing
time to make tour recommendation based on Monte Carlo Tree
Search (MCTS). Since we do not attempt to constrain explicitly the

1The source code of the implementations is publicly available at
https://github.com/gcooq/DeepTrip
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Figure 1: Basic architecture of DeepTrip.

queuing time of POIs, we employ the time interval between two
adjacent POIs as the implicit queuing time for the next POI.
— Metrics: We choose two commonly used metrics for performance
comparison, F1 and pairs-F1 scores.
F1 score: We follow [1, 12] in using the F1 score to evaluate a
recommended trip – which is, the harmonic mean of Precision and
Recall of POIs in a trip:

F1 =
2 × Precision × Recall
Precision + Recall

. (7)

pairs-F1 score: a specific metric proposed in [1]. It considers both
POI correctness and sequential order by measuring the F1 score of
every pair of POIs, whether they are adjacent or not in a trajectory:

pairs-F1 =
2 × pairs-P × pairs-R
pairs-P + pairs-R

, (8)

where pairs-P and pairs-R denotes the Precision and Recall of or-
dered POI pairs respectively. The values of both pairs-F1 and F1 are
between 0 and 1. The higher the value, the better the recommended
results – e.g., a value of 1 means that both POIs and their visiting
order in the planned trajectory are exactly the same as the ground
truth.

3.2 Results
Table 2 shows the performance comparisons between the proposed
DeepTrip and the baselines, in terms of F1 and pairs-F1 scores,
respectively. The best results are indicated in boldface font.

We can observe that DeepTrip outperforms the baselines/state-
of-the-art on all the three datasets, with an average improvements
11.99% and 49.16% over the best baseline method in terms of F1 and
pairs-F1 score, respectively. Among the baselines, Markov-based
methods, analogously, are also concerned with the transitional pat-
terns among POI pairs, however, they do not perform as well in
comparison with our proposed method. Therefore, the values in
Table 2 demonstrates that it is effective to use the encoder-decoder

framework jointly combining the adversarial net in trip recommen-
dation.

4 RELATEDWORK
The existing solutions for trip recommendation are based on vari-
ants of the orienteering based problem, where the main idea is to
use a heuristic way to combine the POIs and trajectories [4]. Wei
et al. construct top-k popular routes from uncertain trajectory [17].
Ge et al. consider the time cost in trip recommendation to learn
tourist’s interests and the travel cost [7]. A recent model called Per-
sTour for recommending personalized tours aims at integrating the
popularity of POIs and preference of user interest [12]. A learning
model aiming at jointly exploiting the locations’ and routes’ prefer-
ences was proposed in [1], demonstrating that the learning-based
methods outperform traditional heuristic trip recommendations.
Complementary, the PersQ method incorporates attraction pop-
ularity, user interests and queuing times into consideration for
personalized itinerary recommendation [11]. However, these works
do not consider the long term dependency of POIs, arguably, it is
difficult to make a diverse route recommendation by simply relying
on statistical methods.

Deep learning techniques, especially RNNs have been widely
adopted to capture the sequential influence and moving patterns.
For example, [6] utilizes RNN-based methods to identify human
mobility, and [18, 23] employs the RNN to model trajectories with
topological constraints. Deep generative models, such as Varia-
tional Auto-encoder (VAE) [10] and Generative Adversarial Net-
works (GANs) [8], have been widely used in computer vision and
natural language processing. VAE can capture the latent variability
from complex high dimensional data and have been successfully
used to tackle trajectory classification problem [21] and friendship
inference from human mobility [5, 20]. GAN received broad at-
tention due to the ability of generating high-quality image and
fluent conversations. They have also been used for human mobil-
ity learning, e.g., WGAN [16] has been used to generate synthetic
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Table 2: Comparisons Among Different Algorithms.

F1 Pairs-F1
Edinburgh Glasgow Osaka Edinburgh Glasgow Osaka

Popularity 0.701 ± 0.160 0.745 ± 0.166 0.663 ± 0.125 0.436 ± 0.259 0.507 ± 0.298 0.365 ± 0.190
Markov 0.645 ± 0.169 0.725 ± 0.167 0.697 ± 0.150 0.417 ± 0.248 0.495 ± 0.296 0.445 ± 0.266
Markov-Rank 0.659 ± 0.174 0.754 ± 0.173 0.715 ± 0.164 0.444 ± 0.263 0.545 ± 0.306 0.486 ± 0.288
PersQueue 0.470 ± 0.196 0.586 ± 0.231 0.507 ± 0.186 0.320 ± 0.243 0.384 ± 0.224 0.363 ± 0.283
DeepTrip 0.765 ± 0.148 0.831 ± 0.172 0.834 ± 0.166 0.660 ± 0.246 0.782 ± 0.257 0.755 ± 0.265

trajectories [14] for the purpose of privacy-preserving of human
locations and to recommend POIs [22]. However, GAN cannot gen-
erate discrete data such as text directly due to lacking the ability of
back-propagation through discrete latent variables. Similarly, it is
difficult to apply GAN model directly to exploit human moving pat-
terns. Recent popular approach is to firstly transfer or encode the
discrete data into a continuous space, and utilize the discriminator
to optimize such continuous space, to alleviate the limitations of
traditional GANs [16, 19]. In this spirit, our DeepTrip model em-
ploys the encoder-decoder framework combining the regularization
network [19], towards smoothly learning the latent representation
of each trip, thereby improving the trip recommendation.

5 CONCLUSIONS AND FUTUREWORK
We presented DeepTrip, a method for learning human mobility
based on adversarial encoder-decoder coupling. To the best of our
knowledge, this is the first work that involves adversarial networks
for mobility patterns of trips. As part of our future work, we will
attempt to incorporate other generative model such as variational
anto-encoder with Gaussian process [2], and involve more model
interpretability.
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