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Abstract

We are motivated to find a multi-touch gesture detection algorithm that is efficient, easy to

implement, and scalable to real-time applications using 3D environments. Our approach

tries to solve the recognition for gestures with the use of feature extraction without the need

of any previous learning samples. Before showing our proposed solution, we describe some

algorithms that attempt to solve similar problems. Finally, we describe our code to

accomplish off-line gesture recognition.
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Introduction

We present the initial development of our approach to

detected gestures in a multi-touch display using a finite

state machine and feature extraction. We described our

methods in the context of important previous work, like the

$1 algorithm [1] and the Rubine algorithm [2]. Our first

approach to the problem is demonstrated with off-line data.

Gesture detection algorithms are not a new problem in

Human-Computer Interaction (e.g., [3, 4]) and some have

derived from stroke detection algorithms [5], as will be

shown in our brief review of previous work. With the avail-

ability of multi-touch devices such as the iPad, iPhone and

desktop multi-touch monitors (e.g., 3 M M2256PW 2200

Multi-Touch Monitor) new concepts have developed in

order to help the transition to a post-Windows-Icon-Menu-

Pointer (WIMP) era. The development of Natural User

Interfaces (NUIs) presents many exciting challenges.

To solve the problem, we first reviewed previous work in

the area of stroke and gesture detection relevant to our solu-

tion. After the related work section, we cover our proposed

solution, and future direction.

Background

There have been various approaches to gesture recognition,

like the use of finite state machines [6, 7], Hidden Markov

Models [8], neural networks [9], dynamic programming [10],

featured-based classifiers [2], and template matching [1,

11–13]. Thorough reviews can be found in [14–16]. For our

work, we have looked in-depth at feature extraction recogni-

tion methods like the Rubine and $1 algorithms [1, 2].

Some of the methods used in handwriting recognition

[15] can be used for gesture recognition [17]. While hand-

writing recognition efforts date as far back as the 1950s [15],

it has been the work of Rubine [2] that has been used as a

foundation by some in the gesture recognition area [1, 18]

including us. While the Rubine algorithm [2] uses training

with its features, we aim at finding features that can be used

without training samples.
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We called the “$ algorithms” a partial list of approaches
derived or inspired by work from $1 algorithm [1] such as

[12, 13, 19, 20]. The $1 algorithm [1] provides a simple way

to develop a basic gesture detection method. In contrast,

algorithms based on Hidden Markov Models or neural

networks [9] involve a high level of complexity for the

developer and the system as well. $1 provides a very fast

solution to interactive gesture recognition with less than 100

lines of code [1] and requires a simple training set. However,

this is not meant for the recognition of multi-touch gestures

and for prospective real-time gesture recognition. This does

not diminish in any way the importance of the $1 algorithm

because there are several features that make it important. For

example, the obvious resampling of the gesture, the indica-

tive angle (“the angle formed between the centroid of the

gesture and [the] gesture’s first point” [1]), and the re-scaling
and translation to a reference point to keep the centroid at

(0,0). Another important contribution is the use of the

Golden Section Search [21] to find the right gesture. The

“$ Algorithms” provide a rich set of contributions for the

multi-touch research community.

The $N algorithm [12], with the double amount of code

(240 lines), improves the $1 algorithm [1] to allow single

strokes and rotation invariance discrimination. For example,

to make a distinction between A and 8, rotation must be

bounded by less than �90� [12]. The $N algorithm [12] was

extended primarily to allow single strokes to be recognized.

This algorithm also supports automatic recognition between

1D and 2D gestures by using “the ratio of the sides of a

gestured’s oriented bounding box (MIN-SIDE vs. MAX-

SIDE)” [12]. In addition, to better optimize the code, it

only recognizes a sub-set of the templates to process. This

is done by determining if the start directions are similar, by

computing the angle formed from the start point through the

eighth point. A common feature of the $1 and $N

Algorithms [1, 12] is the utilization of the Golden Section

Search [21].

Additional algorithms provide great resources for future

work. Dean Rubine provides an excellent set of features to

be tested with multi-touch data. In addition to the Rubine

algorithm [2], we can use Wang et al. [22] to find if the

gesture was created with fingers in oblique position or not.

Additional information can be found in our previous

work [23].

Proposed Solution

Motivation

We are motivated to find a low-complexity implementation

and a fast algorithm that can be utilized for high-demanding

applications. In our case, our end goal is to use it with high-

demanding 3D navigation environments using multi-touch

displays. First, we are motivated by the work of Rubine [2]

to find the best features to characterize a gesture while

keeping the complexity low, as done by the $1 algorithm

[1]. Second, we are motivated to find an unsupervised

method of recognition that can be used in high-demanding

real-time applications such as 3D synthetic worlds. Finally,

we came across a multi-touch gesture detection problem

statement created by Greg Hamerly in the ICPC 2012 Com-

petition1 [24] which resembles some of the work we have

been doing with gesture detection. It is the combination of

all the great work already mentioned plus our application

needs, that have given us the path to follow in this proposed

solution. Therefore, we believe that the path we propose,

could serve as another building block for the development of

POST-WIMP era interfaces.

Setup

We used Windows 7 multi-touch technology [25] with

Microsoft Visual Studio and a 3 M M2256PW Multi-

Touch Monitor to test our work and we have tested our

approach with off-line data. Windows 7 provides either

pre-defined touches or raw touches when using their tech-

nology. We chose to work with raw touches because it gives

us the flexibility to create custom gestures and to test differ-

ent methods for detection.

When using raw touches, most systems where multi-

touch is available (e.g., iOS, Windows) will provide a

“trace” which contains a set of points with coordinates x

and y as well as a timestamp for each point. The system will

also generate events when the trace is created, moved, and

finished. Each touch has a unique identification (ID) that is

given at the moment of TOUCHDOWN, to be used during

the TOUCHMOVE, and to end when TOUCHUP has been

activated. The ID gives us a way to group points from each

finger. For specific information on how Windows 7 handles

multi-touch technology, please see [25].

Method

We begin by combining feature extraction with a finite state

machine [26], as shown in Fig. 1. The idea is to allow a state

machine to keep control of the process in order to find a

common system to make the changes. The state starts as idle

like for any other input device. Here we have a state transi-

tion to the touch state with either down or move events. Once

1 Francisco Ortega led one of the programming competition tutoring

sessions (Fall 2012) at Florida International University.
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the finger has been lifted, we have a state transition back to

idle with the event up. Once the touch state has been

reached, the decision must be made to identify it as either a

tap (e.g., double tap, 2 finger tap) or a trace. (Note that

the user will either be creating traces for a given gesture or

a tap. It is our choice not to consider the tap as a gesture). If it

is a trace, a transition follows to add this trace data to a

thread-safe queue [27]. The queue is used to keep storing the

traces while a specific window of data is processed. We can

think of this window as a buffer. Once the queue is full, a

transition will take place to the “process” state, where Algo-
rithm 1 takes over.

Figure 2 gives more details about the queue and how we

are using it. In the left side of the figure, we can see a user

creating a three-finger gesture. One option for the user is to

create a desired gesture and lift the hand. If this was the only

case, then one can just process trace data as they are coming

in with a small buffer. However, this brings us to the second

case. Here the user can perform multiple gestures while

leaving the hand in the screen. This is the reason that we

need to have a window size long enough to detect a gesture

while keeping the rest in the queue. Figure 2 shows this

thread-safe queue to have a window size, for a given

gesture.

Algorithm

Algorithm 1 detects swipe (translation), rotate, and pinch in/

out (zoom in/out). If a system does not provide traces, one of

the many clustering techniques available can be used to

create them [28]. Because of the importance of a fast

Fig. 1 State machine

Fig. 2 Queue
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detection, any necessary pre-computations must be

performed while the traces are added to the queue. This is

why, when running the algorithm, is it expected to have the

grip computed.

Our primary motivation is to lower the running time of

the gesture detection in order to use it with demanding 3D

applications. Therefore, the running time of the algorithm is

as important as the complete utilization of all the resources

available in the system. In this context, it is important to note

that the gesture detection runs in its own thread. For more

details about this multi-threaded approach, a C++ implemen-

tation can be found in [27] or a more detailed explanation

with Java code can be found in The Art of Multiprocessor

Programming [29].

Algorithm 1 starts by popping the buffer window in line

1. Because there are no clear initial and final snapshots, we

assume that by popping the first half of the buffer and

popping the rest of the buffer we can obtain an initial and

final state of the traces. Because this was tested with off. line

data, the data was already created with initial and final

snapshots. Lines 2 and 3 assign each snapshot. Before we

continue, we must define the variables grip, spread, trace,

trace vector, angle rotation and traces.

Traces is a set that contains information for the path taken

by each finger. In other words, for each finger, a set of

properties is pre-computed, which is called trace in the algo-

rithm. For example, the x and y coordinates is the average of a

given trace, as shown in Eqs. 1 and 2 (for the y coordinate,

replace the x for the y) already calculated per trace. Note that

the variable n in the formulas refer to the total x,y points for a

given trace. Because we are dividing the buffer into two

snapshots, each snapshot has its own average. A grip is

defined by the average of all points in each snapshot. A

trace vector is defined as trace minus the grip, as shown in

Algorithm 1 lines 12 through 15. The spread is given by lines

18–19 in Algorithm 1, which calculate the spread as the

average difference between the grip point and the touch vec-

tor. Finally, the angle rotation is the average of the angle

obtained by atan2 [30]. In other words, this is the angle

between the final touch vector and the initial touch vector.

Finally, the chosen gesture is given by any of the three

distance variables (swipeDistance, rotDistance, or

zoomDistance) with the highest values found in Algorithm

1. The swipe distance is given by the spread of the first trace

and the grip. The rotate distance is given by the arc length.

This is the average angle obtained in line 20 and the radius of

the swipe distance. Remember that atan2 [30] values range

between � π. In order to obtain the distance, the proper

factor 2 must be multiplied as shown in Eq. 3. The zoom

distance is given by the average final spread distance and the

average initial spread distance.

Once everything is computed in the for loop, all we have

left to do is to determine the correct gesture. The gesture

detected is assigned according to the higj1est distance value

of the swipe distance, rotation distance or zoom distance.

Additional information can be obtained for specific detected

gestures. For example, if the gesture detected is a zoom

gesture, then additional information can be found, such

as if the direction of the user is inward or outward. While

the primary goal of the algorithm is to find the correct

gesture, additional information is important to be precise

about the gesture. Algorithm 1 concentrates in finding the

gesture type.

iTrace id½ �:x¼ 1

n=2

Xn2�1

i¼0

trace id½ � i½ �:x ð1Þ

fTrace id½ �:x¼ 1

n=2

Xn�1

i¼n
2

trace id½ � i½ �:x ð2Þ

rot Distance¼ Θ

360
2πr ð3Þ
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Future Work

We believe that the combined approach of feature extraction

and state machine for gesture detection provides a fast and

easy-to-implement solution. In the quest of searching for

different solutions, one can only hope to reach such elegant

solution as the seminal work by Buxton [31]. Can we find a

one-model-fits-all approach? This is a question that we hope

to answer in the near future.

A follow up question that we would like to address in our

future work is: Can we detect all possible multi-touch

gestures with a combination of feature extraction and finite

state machine in real time? We believe that this can be done.

Our next phase will be to expand our work and test it in

real time.

Conclusion

Multi-touch displays have become more widely used and are

a standard of one of the de-facto NUI devices that will shape

the post-WIMP era. In this paper, we have outlined some

valuable previous contributions to the area of stroke and

gesture recognition. This review of the literature provides a

context for our approach and the reasoning behind our

algorithm.

We proposed an algorithm and a set of concepts to allow

gesture detection while using off-line data for multi-touch

displays. This paper defined concepts such as grip, touch

vector, trace and traces to allow the understanding of our

algorithm. We explained how to implement Algorithm 1

with the emphasis on an efficient and easy to implement

approach.

The next step in the development of our approach is to

evaluate its efficiency using real-time data while adding

more gestures. As already expressed, our end goal is to use

fast gesture detection algorithms for high-demanding

applications running in 3D environments.
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